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ABSTRACT 
 
 
ECCC Recommendations Volume 5 Part Ia provides guidance for the assessment of large 
creep rupture data sets.  It recognises that it is not practical at the present time to recommend a 
single European creep rupture data assessment (CRDA) procedure and promotes the 
innovative use of post assessment acceptability criteria to independently test the effectiveness 
and credibility of creep rupture strength predictions. 
 
The guidance is based on the outcome of a four year work programme involving the evaluation 
of a number of assessment procedures by several analysts using large working data sets.  The 
results of this exercise highlight the risk of unacceptable levels of uncertainty in predicted 
strength values without the implementation of well defined assessment strategies including 
critical checks during the course of analysis.  The findings of this work programme are detailed 
in appendices to the document. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ECCC Recommendations Volume 5 Part Ia user feedback is encouraged and should be sent to: 
  
Mr M W Spindler [ECCC-WG1 Convenor] 
EDF Energy, 
Barnett Way, Barnwood, 
Gloucester GL4 3RS, UK. 
Tel:   +44 1452 653733 
Fax:  +44 1452 653025 
E-mail:  mike.spindler@edf-energy.com 
 
ECCC may from time to time re-issue this document in response to new developments.  The 
user is advised to consult the Document Controller for confirmation that reference is being made 
to the latest issue. 
 
 
 
 

This document shall not be published without the written permission of  
the ECCC Management Committee 
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1. INTRODUCTION 

ECCC Recommendations Volume 5 Part Ia provides guidance for the assessment of creep 
rupture data.  Emphasis is placed on pre-assessment and the use of post assessment 
acceptability criteria to independently test the effectiveness and credibility of the main 
assessment model equation(s) in characterising material behaviour on the basis of the available 
data.  The use of post assessment tests (PATs) is an original concept. 
 
The PATs were developed during a four year WG1 work programme during the period 1992 to 
19961 which involved the assessment of large international working data sets by a number of 
analysts using a range of procedures.  This was the first time that the reproducibility of various 
assessment methods had been evaluated on major data sets, and the exercise provided 
important information on which to base the ECCC-WG1 recommendations.  Details of the 
working data sets are given in Appendix A1.  The assessment methods evaluated (and others) 
are reviewed in Appendix B1.  The results from this first WG1 activity are described in Appendix 
C1.  Since, 1996 there have been a number of minor amendments but no major changes to the 
original procedures (up to Issue 5).  Nevertheless, a large number of full-sized datasets have 
been analysed over the last 18 years using the ECCC Recommendations and the assessed 
strength values have been used in European Design and Product Standards and within the 
industrial members of ECCC for the purpose of design and life assessment.  However, over the 
last 18 years there have been many changes to both the software which can be used to fit 
creep rupture data and to the membership of ECCC WG1 and in addition many observations 
have been made regarding the effectiveness of the procedures in Volume 5 Part Ia.  Recently 
the effectiveness of the original procedures have been re-evaluated by the current members of 
WG1 using the most up-to data methods for Creep Rupture Data Assessment (CRDA) and 
Volume 5 Part Ia has been reissued.  The results of the re-evaluation activity are described in 
Appendix C2 and form the basis of a simple revision to PATs 2.1 and 2.2, which has been 
updated in the following main text, as Issue 6.  This simple revision now plots the observed 
logarithm of the rupture time (as the y-value) versus the predicted logarithm of the rupture time 
(as the x-value).  It has been shown that the application of the full range of ECCC post 
assessment tests including the Revised PAT 2.1 and 2.2, allows the assessor to discriminate 
between unreliable and reliable creep rupture data assessments, and models.  In particular, the 
shortlisted models produce similar mean fits and rupture strength values (Appendix C2).   
 
2. CREEP RUPTURE DATA ASSESSMENT 

2.1 Overview 

ECCC recommendations for the assessment of creep rupture data are based on a 
comprehensive review of CRDA procedures (App. B1) and an extensive evaluation of their 
effectiveness (App. C1 and C2).  The evaluation programme was performed by members of 
ECCC-WG1 using four large, inhomogeneous, multi-cast, multi-temperature working data sets, 
especially compiled for the exercise (App. A1).  The four alloys were 2¼CrMo, 11CrMoVNb, 
18Cr11Ni and 31Ni20CrAlTi (Incoloy 800), and were selected to represent the spectrum of 
materials covered by ECCC-WG3x working groups.  The results of the evaluation programme 
have strongly influenced the recommendations listed in Sect. 2.2. 
 
It is not practical at the present time to recommend a single CRDA methodology for use by 
ECCC.  Consequently, the recommendations do not impose restrictions on the use of any 
procedure, provided that the results determined satisfy certain conditions and a set of post 
assessment acceptability criteria (Sect. 2.4).  The post assessment acceptability criteria are the 
key to the ECCC CRDA recommendations and have been devised to give the user maximum 
confidence in the strength predictions derived through a series of independent tests (PATs) on 
the results of the analysis. 

                                                 
1 The success of this WG1 activity is attributed to the support of the BRITE-EURAM Concerted Action 

BE 5524 (1992-6) and the in-kind contribution provided by WG1 participant organisations during this  
period. 
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Implementation of the ECCC recommendations require significant additional effort.  However, 
this is regarded as entirely justified.  The evidence from the CRDA evaluation exercise clearly 
demonstrates that, without pre-assessment, repeat main assessments and post assessment 
tests, the uncertainty associated with predicted strength values (in particular extrapolated 
strength values) is unacceptably high (Tables C1.2a-d and Figs.C1.1a-4c and Table C2.2 and 
Figs. C2.13 to C2.16).  
 
A laudable goal for the future is the development of a European state-of-the-art CRDA 
procedure, and a number of target requirements for such a methodology are identified in 
Table 1. 
 
2.2 Recommendations for the Assessment of Creep Rupture Data 

The ECCC-WG1 CRDA evaluation exercise highlighted the risk of unacceptable levels of 
uncertainty in predicted strength values without the implementation of certain precautionary 
checks during the course of assessment (Apps. C1,C2).  The findings of these investigations 
have led to the following recommendations. 
 

1) At least two CRDAs should be performed by two independent metallurgical specialists 
using their favoured proven methodology. 

 
2) At least one of the CRDAs should be performed using a method for which there is an 

ECCC procedure document detailed in App. D.  These are referred to as ECCC-CRDAs2. 
 
3) Prior to the main-assessment of the CRDA, a pre-assessment should be performed which 

takes cognisance of the guidance given in Sect. 2.3. 
 
4) The results of the main-assessment of the CRDA should satisfy the requirements of the 

ECCC post assessment acceptability criteria (Sect. 2.4). 
 
5) The results of the two CRDAs should predict Ru/100kh/T strength levels to within 10% at 

Tmin[10%], Tmain and Tmax[10%]
3,4.  Ru/300kh/T strength levels should be predicted to within 20% 

at the same temperatures. 
 
 If the maximum test duration is less than 100,000h, the predicted strength comparisons 

should be made for test durations of tu[max] and 3.tu[max]. 
 
6) If the results of the two CRDAs meet the requirements defined in 5) and only one is an 

ECCC-CRDA, the results of the ECCC-CRDA should be adopted.  If both assessments 
have been performed according to ECCC-CRDA procedures, the results of the ECCC-
CRDA giving the minimum Ru/100kh strength values at Tmain should be adopted, unless 
ECCC-WG3x agree otherwise.   

 
 An important deliverable from each individual assessment is a master equation defining 

time as a function of stress and temperature.  Consequently, the results from only one 
ECCC-CRDA should be adopted to construct the final table of strength values. 

 
7) If the results of the two CRDAs do not meet the requirements of 5), up to two repeat 

independent CRDAs should be performed until the defined conditions are satisfied.  
However, repeat assessment should be unnecessary if the material has been sensibly 
specified and pre-assessment has confirmed that (i) all casts making up the dataset 

                                                 
2  An ECCC-CRDA is one for which there is a comprehensive procedure document, approved by ECCC-

WG1 and included in App. D. 
3 Tmin[10%] and Tmax[10%] refer to the minimum and maximum temperatures at which there are greater 

than 10% data points.  Tmain is the temperature with the highest number of data points. 
4 For information on ECCC terms and terminology, the reader is referred to [1]. 
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conform to the specification, (ii) the distribution of the data is not impractical for the 
purpose, and (iii) there are no sub-populations which may influence the uncertainty of the 
analysis result.  It is therefore strongly recommended that these aspects are considered 
by ECCC-WG3x prior to repeat assessment. 

 
8) The results of all assessments should be reported according to the prescribed ECCC 

format (App. E1, a CRDA check list file is contained on the Volumes CD). 
 
 A copy of the reporting package should be sent to the ECCC-WG1 Convenor to provide 

the working group with essential feedback on the effectiveness of their recommendations. 
 
9) During subsequent use of the master equation derived from the CRDA, strength 

predictions based on extended time extrapolations and extended stress extrapolations as 
defined by [2]5 must be identified. 

 
 Quantification of the uncertainties associated with extrapolated strength values and those 

involving extended extrapolations should be a goal for the future. 
 
10) The reliability of CRDA predictions is dependent on both the quality and quantity of the 

data available for the analysis.  Interim-minimum and target-minimum dataset sizes for the 
determination of creep rupture strength values for standards are recommended in Table 2. 
 
It is recommended that the original ECCC recommendation concerning the requirements 
for a target-minimum dataset continues to be acknowledged as an ideal, i.e. TM1 (in 
Table 2).  A well organised testing strategy can provide a dataset to meet these 
requirements with 90 tests.  However, it is now recognised that large datasets comprised 
of tu(T,o) observations from a significant number of casts may also be accceptable while 
failing to meet TM1 requirements (App. F).  Hence, a target-minimum requirement based 
on TM2 (in Table 2) is acceptable.  Moreover, for very large datasets which do not meet 
either the TM1 or TM2 requirements, a target-minimum requirement based on TM3 (in 
Table 2) is also acceptable. 

 
11) To improve the reliability of CRDA predictions in the future, greater emphasis should be 

placed on the generation of homogeneously distributed datasets during the planning of 
creep testing programmes, in particular those activities forming part of large collaborative 
actions. 

  
12) The use of post service exposure test data for the derivation of design strength values is 

not recommended. 
 
The creep rupture data assessment philosophy presented in this section is summarised in Fig. 
1. 
 
2.3 Pre-Assessment 

Pre-assessment is an important step in the analysis of creep rupture data.  It involves 
(a) characterisation of the data in terms of its pedigree, distribution and scatter (random and 
systematic), and (b) data re-organisation (if deemed necessary by the findings of (a)).  In certain 
CRDAs it includes pre-conditioning/data reduction as routine (eg. App. D1).  However, since 
such steps are method dependent, they are not considered further as part of this section.  An 

                                                 
5 According to reference 2, extended time extrapolations are those beyond x3 the test duration 

exceeded by data points from 5 casts at temperatures within 25°C of that specified.  Results from tests 
in progress may be included when above the -20% scatterband limit at the appropriate duration.  
Extended time extrapolations are not permitted at temperatures which do not meet this criterion. 

 Extended stress extrapolations are those in the ranges (0.9.o[min] - o[min]) and (1.1.o[max] - o[max]), 
where o[min] and o[max] are the minimum and maximum stress value used in the derivation of the 
master curve. 
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important by-product from pre-assessment data distribution analyses is information which could 
be influential in the planning of future creep testing programmes6.  
 
The precise boundary between the end of pre-assessment and the start of the main-
assessment may be unclear and in certain CRDAs, the final assessment is only performed after 
a number of iterative steps back into pre-assessment.  At least one analysis is usual as part of 
pre-assessment, in order to characterise the trends and scatter in the data. 
 
Pre-assessment should include: 
 

(i) confirmation that the data meet the material pedigree and testing information 
requirements recommended in ECCC Recommendations Volume 3 [3], 

 
(ii) confirmation that the material pedigrees of all casts meet the specification set by the 

instigator(s) of the assessment (eg. Table A1.1), 
 
(iii) an evaluation of the distribution of broken and unbroken testpiece data points with respect 

to temperature and time (eg. Tables A1.2a-5a); identifying tu[max], o[min], and the 
temperatures for which there are (a) 5% broken specimen test data conditions (T [5%]) and 
(b) 10% broken specimen test data conditions (T [10%]), 

 
 [The T[5%]  and T[10%]  information is needed for the identification of best-tested casts in (iv) and to 

perform the post assessment tests (Sect. 2.4).  Checks for duplicate entries in the dataset should 
be made at this stage.] 

 
 It is acceptable to consider data for temperatures within ±2°C of principal test 

temperatures to be part of the dataset for that principal test temperature (eg. test data 
available for 566°C may be considered together with data for 565°C).  

 
(iv) an analysis of the distribution of casts at each temperature, specifically identifying (a) the 

main cast, ie. the cast having the most data points at the most temperatures, and (b) the 
best-tested casts7, 

 
 [The best-tested cast information is required to perform the post assessment tests (eg. PAT 2.2, 

Sect. 2.4).]  
 
(v) a visual examination of isothermal log o versus log tu plots (containing broken and 

unbroken data points) and a first assessment to characterise the trends and scatter in the 
data, 

 
 [The first assessment will indicate the presence of metallurgical instabilities, and thereby allow the 

analyst to take the necessary steps to account for these in the main-assessment.  It will also 
identify excessive scatter, a useful indicator being the presence of data points outside the 
isothermal mean ±20% lines.  Excessive scatter may be due to individual outliers or sub-
populations resulting from systematic variations, eg. chemical composition, product form.  The 
cause(s) of excessive scatter should be identified] 

 
(vi) a re-organisation of the data, if the results of the first assessment identify the need. 
 
 [As an example, analysis of variance may indicate that there is a product form related sub-

population in the data-set.  One solution would be to make the material specification more specific 
                                                 
6  For example, gaps in the data at critical positions in the dataset. 
7 As a guide, best-tested casts are those for which there are 5 broken testpiece data points at each of 

at least three T [5%] temperatures (with 2/temperature having rupture durations >10,000h).  A cast 
which just fails to meet this criterion, may still be regarded as a best-tested cast if there are 16 broken 
testpiece data points total (eg. Tables A2b-5b).  For practical reasons, it is recommended that a 
maximum of 10 best tested casts are selected. 

 6/13 



ECCC Recommendations Volume 5 Part Ia Issue 6  
7/5/14 

in terms of product form, with the consequence that certain data would have to be removed from 
the original data set] 

 
The reason(s) for excluding any individual data points which are acceptable in terms of (i) and 
(ii) above, should be fully documented.  In practice, it should not usually be necessary to 
remove data meeting the requirements of ECCC Recommendations Volume 3, providing the 
material specification is realistic. 
 
2.4 Post Assessment Acceptability Criteria 

The CRDA post assessment acceptability criteria fall into three main categories, evaluating: 
 
- the physical realism of the predicted isothermal lines, 
- the effectiveness of the model prediction within the range of the input data, and 
- the repeatability and stability of the extrapolations8. 
 
These are investigated in the following post assessment tests9. 
 
Physical Realism of Predicted Isothermal Lines 

PAT-1.1 Visually check the credibility of the fit of the isothermal log o versus log tu* lines to 
the individual log o,log tu data points over the range of the data (eg. Fig. C2.1). 

 
 [o is the initial applied stress, tu is the observed time to rupture and tu* is predicted time to 

rupture4] 
 
PAT-1.2 Produce isothermal curves of log o versus log tu* at 25°C intervals from 25°C 

below the minimum test temperature, to 25°C above the maximum application 
temperature10 (eg. Fig. C2.2). 

 
 For times between 10 and 1,000,000h and stresses 0.8.o[min], predicted isothermal 

lines must not (a) cross-over, (b) come-together, or (c) turn-back. 
 
 [o[min] is the lowest stress to rupture in the assessed data set] 
 
PAT-1.3 Plot the derivative  log tu*/ log o as a function of log o with respect to 

temperature to show whether the predicted isothermal lines fall away too quickly at 
low stresses (ie. o 0.8 o[min]) (eg. Fig. C1.2.2b). 

 
 The values of - log tu*/ log o, ie. nu in tu*  o

nu, should not be 1.5, 
 
 It is permissible for nu to enter the range 1.0-1.5 if the assessor can demonstrate 

that this trend is due to the material exhibiting either sigmoidal behaviour or a creep 
mechanism for which n = 1, eg. diffusional flow. 

 

                                                 
8  The underlying background to the development of the post assessment tests for CRDA is given in 

App. C1 and a re-evaluation of the effectiveness in App. C2.  
9  The post assessment tests may be conveniently performed in a spreadsheet such as Excel.  
10  The maximum temperature for which predicted strength values are required 
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Effectiveness of Model Prediction within Range of Input Data 

PAT-2.1 To assess the effectiveness of the model to represent the behaviour of the complete 
dataset, plot predicted time versus observed time for all input data (eg. Fig. C2.11).  

 
 The log tu versus log tu* diagram11 should show: 
 - the log tu = log tu* line (ie. the ideal line), 

 - the log tu = log tu* ± 2.5.s [A-RLT]  boundary lines12,13, 

 - the log tu = log tu* ± log 2 boundary lines14,and 

 - the linear mean line fit through the log tu versus log tu* data points between tu* = 
100h and tu* = 3.tu[max]. 

 
 The model equation should be re-assessed: 
 
 (a) if more than 1.5% of the log tu*,log tu (x,y) data points fall outside one of the 

±2.5.s [A-RLT]  boundary lines,15 16 

 (b) if the slope of the mean line is less than 0.78 or greater than 1.22, and 

 (c) if the mean line is not contained within the ±log 2 boundary lines between 
tu* = 100h and tu* = 100,000h.17 

 
 It may also be informative to plot standardised residual log times for all input data 

(i.e. A-SRLTs18) as a function of (i) log tu*, (ii) temperature and (iii) log o (e.g. 
Fig.C1.2.3). 

                                                 
11  Plotting log tu versus log tu* (y versus x) is an important requirement of this test as it is necessary for 

regression analysis to reliably fit the linear mean line through the data points.  This is because 
regression analysis minimises the the error in the y-value, with the assumption that there is no error in 
the x-value.  Clearly, log tu must be the y-value.  Nevertheless, for comparison with Issue 5 of 
Volume 5 Part Ia the instigator has the option of also plotting log tu* versus log tu to see how the two 
approaches differ.  A considerable deviation between both approaches (for example passing one 
version and failing the other) indicates excessive scatter in the residual, which is influencing the 
outcome of the test when plotted as log tu* versus log tu.  Further investigation of the sources for this 
scatter is advised, for example re-examining the pre-assessment, the material pedigree and whether 
the model really is a good fit to the data are advised.   

12  s [A-RLT] is the standard deviation of the residual log times for all the data at all temperatures,  
 ie. s [A-RLT] = { i (log tu i - log tu*i)²/(nA - 1)}, where i = 1,2, .... nA, and nA is the total number of data 

points 
13  for a log normal error distribution, 98.75% of the data points would be expected to lie within 

log tu = log  tu* ± 2.5.s [A-RLT]  boundary lines 
14  i.e. the tu = 2.tu* and tu = 0.5.tu* boundary lines 
15  This test can help to identify any errors and outliers in the dataset which should be corrected or deleted 

before the dataset is re-assessed.   
16  Experience suggests that the ±2.5.s [A-RLT]  boundary lines typically intersect the tu=100h grid line at 

tu*1,000h and tu*10h respectively (App. C1).  The explanation for those which do not is either an 
imbalance in the model fit (and hence the PAT-2.1a criteria) or excessive variability in the dataset (eg. 
as in the Type 304 18Cr11Ni working dataset, Fig. C1.4.3).  In the latter case, consideration should be 
given to the scope of the material specification (in conjunction with the assessment instigator, eg 
WG3.x). 

17  Ideally, the mean line will lie within the ±log 2 boundary lines at tu* = 3.tu[max]. 
18 A-SRLT is residual log time (log tu - log tu*) divided by the standard deviation for all residuals at all 

temperatures, ie. A-SRLT = {(log tu - log tu*)}/s [A-RLT]  
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PAT-2.2 To assess the effectiveness of the model to represent the behaviour of individual 

casts, plot at temperatures for which there are 10% data points (at least at Tmin[10%], 
Tmain and Tmax[10%]): 

 
 (i)  log o versus log tu with log o versus log tu*, and 

 (ii) log tu versus log tu*, with: 

 - the log tu = log tu* line (ie. the ideal line), 

 - the log tu = log tu* ± 2.5.s [I-RLT]  boundary lines19 

 - the log tu = log tu* ± log 2 boundary lines14,and 

 - the linear mean line fit through the log tu versus log tu* data points between tu* 
= 100h and tu = 3.tu[max]. 

  
 and identify the best-tested individual cast(s)20 (e.g. Fig. C2.12). 
 
 (a) Log tu versus log tu* plots for individual casts should have slopes close to unity 

and be contained within the ±2.5.s [I-RLT]  boundary lines.  The pedigree of casts 
with (log tu)/(log tu*) slopes 0.5 or 1.5 and/or which have a significant 
number of log tu*,log tu data points outside the ±2.5.s [I-RLT] boundary lines 
should be re-investigated. 

 
 If the material and testing pedigrees of the data satisfy the requirements of 

Reference 3 and the specification set by the assessment instigator (eg. WG3.x)  [as 
recommended in Sects. 2.3(i),(ii)], the assessor should first consider with the 
instigator whether the scope of the alloy specification is too wide.  If there is no 
metallurgical justification for modifying the alloy specification, the effectiveness of 
the model to predict individual cast behaviour should be questioned. 

  
 The distribution of log tu*,log tu (x,y) data points about the log tu = log tu* line reflects 

the homogeneity of the dataset and the effectiveness of the predictive capability of 
the model (eg. Fig. C2.12).  Non-uniform distributions at key temperatures should be 
taken as a strong indication that the model does not effectively represent the 
specified material within the range of the data, in particular at longer times. 

 
 The model equation should be re-evaluated if at any temperature: 
 
 (b) the slope of the mean line through the isothermal log tu versus log tu* data 

points is less than 0.78 or greater than 1.22, and 

 (c) the mean line is not contained within the ±log 2 boundary lines between 
tu* = 100h and tu* = 100,000h17. 

   
Repeatability and Stability of Extrapolations 

PAT-3.1 and PAT-3.2 represent the most practical solution to the problem of evaluating the 
reliability of assessed strength values predicted by extrapolation.  In reality, the only sure way to 
check extrapolation reliability is to perform long term tests.  The culling tests simulate this 
situation by removing information from the long term data regime and checking extrapolation 
reliability and stability by re-assessment of the reduced data sets. 

                                                 
19  s [I-RLT] is the standard deviation for the n I residual log times at the temperature of interest,  
 ie. s [I-RLT] = { j (log tu j - log tu*j)²/(nI  - 1)}, where j = 1,2, .... nI. 
20 The best-tested casts are identified as part of pre-assessment, eg. Tables A2b-A5b (see Sect. 2.3(iv)). 
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PAT-3.1 Randomly cull 50% of data (failed and unfailed) between tu[max]/10 and tu[max and 

repeat the assessment to check the repeatability of the extrapolation to variations in 
the data set (e.g. Fig. C1.2.7). 

 
 If the CRDA Ru/300kh strength predictions determined at Tmin[10%], Tmain and Tmax[10%]

  
are not reproduced to within 10%, PAT-3.1 may be repeated.  However, if the 
acceptability criterion is not met after the second cull, the main assessment should 
be repeated using a different model equation or procedure. 

 
 If the maximum test duration is less than 100,000h, the predicted strength 

comparison should be made for a test duration of 3.tu[max], i.e. with Ru/3.tu[max] strength 
values. 

 
PAT-3.2 Cull 10% of the data set by removing the lowest stress data points (failed and 

unfailed) from each of the main test temperatures (i.e. 10% from each) and repeat 
the assessment to check the sensitivity and stability of the extrapolation procedure 
(eg. Fig. C1.2.7). 

 
 If the CRDA Ru/300kh strength predictions determined at Tmin[10%], Tmain and Tmax[10%]

 

are not reproduced to within 10%, the main assessment should be repeated using a 
different model or procedure. 

 
 If the maximum test duration is less than 100,000h, the predicted strength 

comparison should be made for a test duration of 3.tu[max] (ie. with Ru/3.tu[max] strength 
values). 

 
  Meeting the requirements of PAT-3.2 is not mandatory in circumstances where it 

can be shown that the material is metallurgically unstable and that the removal of 
low stress values at temperatures up to 50°C above the maximum application 
temperature10 prevent this mechanism change from being represented by the 
reduced dataset. 

 
 

3. SUMMARY 

ECCC Recommendations Volume 5 Part Ia provides guidance for the assessment of creep 
rupture data sets.  The principal aim is to minimise the uncertainty associated with strength 
predictions by recommending pre-assessment, the implementation of post assessment 
acceptability criteria, the use of well documented CRDA procedures and the performance of 
duplicate assessments.   
 
Implementation of the ECCC recommendations require significant additional effort on 
completion of the first main assessment.  However, this is regarded as entirely justified by the 
demonstrated reduction in the level of uncertainty associated with predicted strength values, in 
particular those involving extrapolation beyond the range of the available experimental data.  
 
Quantification of the uncertainties associated with extrapolated strength values and those 
involving extended extrapolations should be a goal for the future. 
 
 
4. REFERENCES 

1 ECCC Recommendations Volume 2 Part I, 2005, 'General terms and terminology and items 
specific to parent material', ECCC Document AC/MC/96 [Issue 9], eds: Morris, P.F. & Orr, J., 
August-2005. 

2 PD6525:Part 1:1990, 'Elevated temperature properties for steels for pressure purposes; 
Part 1 - Stress rupture properties', [Issue 2], Feb-1994. 
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Table 1  Target Requirements for a State-of-the-Art CRDA Procedure 
 

The target requirements for a modern state-of-the-art creep rupture data assessment procedure 
are: 
 
- well defined acceptability criteria for input data and guidelines for the treatment of unfailed 

tests, 
- the means of generating a predictive equation with time as the experimentally dependent 

variable, 
- a sound statistical base, 
- an assessment including cast by cast analysis which is capable of incorporating metallurgical 

effects (eg. composition, oxidation), 
- validity checks for extrapolation (eg. credibility of extrapolations with respect to data sets for 

individual casts), 
- guidelines to minimise subjectivity associated with 'metallurgical judgement', 
- an indication of the reliability of creep rupture strength predictions for durations up to 

350,000h, with associated confidence limits, and 
- manpower efficiency, ie. maximising on the use of computer power in a user friendly way.  
 
Statistical methods should be investigated to: 
 
- establish a procedure for the treatment of unfailed tests, 
- set guidelines for choosing the optimum distribution of the data set (ie. normal, log normal, 

log logistic etc.), 
- establish tests of significance to minimise subjectivity where metallurgical judgement is 

required, 
- produce an overall quotable value for errors, and 
- produce a statistical confidence level for the preferred equation (ie. replacing the current 

empirical ±20% stress lines) 
 
For the assessment of creep curves, there is the added requirement of a capability to fit curve 
families. 
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Table 2 Recommended Interim-Minimum and Target-Minimum CRDA Dataset Size Requirements for the Provision of Creep Rupture Strength 

Values for Standards 
 

INTERIM-MINIMUM TARGET-MINIMUM REQUIREMENTS 

REQUIREMENTS Original (TM1) TM2 TM3 

  For datasets with 300 
observations, originating from 
10 casts, at 5 temperatures 
covering the range TMAIN ±50°C 

For datasets with 500  
observations, originating from 
20 casts, at 5 temperatures 
covering the range TMAIN ±50°C 

For 3 casts, there should be 
tu(T,O) observations from: 

For 6 casts, there should be 
tu(T,O) observations from: 

For 5 casts, there should be 
tu(T,O) observations from: 

For 5 casts, should be tu(T,O) 
observations from: 

 3 tests at each of 3 
temperatures, at intervals of 
50 to 100°C 

-
-

-

-

-

-

-

 3 tests per temperature 
(different O) with tu,max 10kh 

 5 tests at each of 3 
temperatures in the design 
application range at intervals 
of 25 to 50°C 

 4 tests per temperature 
(different O) with tu 40kh 

 1 test per temperature with 
tu,max 40kh 

 5 tests at each of 2 
temperatures in the design 
application range at an 
interval(s) of 25 to 50°C 

 4 tests per temperature 
(different O) with tu 35kh 

 1 test per temperature with 
tu,max 35kh 

 5 tests at 1 temperature(s) 
in the design application 
range (at intervals of 25 to 
50°C) 

 4 tests per temperature 
(different O) with tu 35kh 

 1 test per temperature with 
tu,max 35kh 

Predicted strength values 
determined from an Interim-
minimum dataset shall be 
regarded as tentative until the 
data requirements defined in 
one of the Target-minimum 
columns are obtained 

   

 
 

Note:  this table does not cover the qualification of material manufacturers
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             * an ECCC-CRDA is one for which there is a procedure document (App.D)
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NONO

YES

NO

YES

NO
NO
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SET MATERIAL 
SPECIFICATION

PRE-ASSESSMENT
(Sect.2.3)

CRDA 1
ECCC-CRDA 

PROCEDURE*
(App.D)

CRDA 2
ECCC-CRDAs 

PREFERRED BUT 
OTHER CRDAs 
ACCEPTABLE

SATISFY PAT 
REQUIREMENTS 

(Sect.2.4)

SATISFY PAT 
REQUIREMENTS

(Sect.2.4) 

SATISFY STRENGTH 
COMPARISON 

REQUIREMENTS
(Rec.5, Sect.2.2) 

RE-SET
MATERIAL

SPEC'N

REPORT
(App.E1)

n > 2

nth REPEAT
CRDA

YES

 
 
 
Fig. 1 ECCC recommended creep rupture data assessment procedure 
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Introduction

The guidelines given in the main text of ECCC-WG1 Volume 5 are based on the comprehensive
evaluation of a number of multi-cast, multi-temperature working data sets collated specifically for
the purpose.

A principal role of the ECCC-WG3.x groups is to perform assessments on typically, but not
exclusively, large international data compilations.  At least initially, these will not all be compiled
from the results of well structured, co-ordinated test programmes, and will therefore be typically
inhomogeneous.  The WG1 working data sets were assembled to represent this situation.  Their
details are summarised in this and two following sub-appendices (Apps.A2,A3).

Creep Rupture Data Sets

Four working data sets were established for the creep rupture data assessment exercise.
These were for the 2¼CrMo, 11CrMoVNb, 18Cr11Ni and 31Ni20CrAlTi.  The alloys were
selected to represent the spectrum of materials covered by the four ECCC-WG3.x working
groups and specified to enable freely available data to be gathered from the majority of member
countries.  The specifications are summarised in Table A1.1.  All the casts used in the CRDA
assessment exercise met the requirements of the respective specifications.

The data sets were exchanged as EXCEL spreadsheet files.

The complexity and size of the data sets for the four alloys are apparent from Figs.A1.1-A1.4 and
the tabulations summarising the distribution of the data as a function of test temperature and
time to rupture (or test interruption) (Tables A1.2a-A1.5a).

Tables A1.2a to A1.5a also indicate the temperatures at which there are >5% and >10% broken
testpiece data.  This information is used to identify the dominant casts in Tables A1.2b to A1.5b.
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REVIEW OF WG1 EVALUATION OF CREEP RUPTURE DATA ASSESSMENT METHODS 
RECOMMENDATION VALIDATION 

 
Creep Rupture Data Assessment Original Assessments 1995 

 
S R Holdsworth [ALSTOM Power] 
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Creep Rupture Data Assessment Re-Evaluation 2014 
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ABSTRACT 

The European Creep Collaborative Committee’s “Guidance for the Assessment of Full Size Creep 
Rupture Datasets” was first published in 1996.  Over the last 18 years, a large number of full-sized 
datasets have been analysed using these procedures and the creep rupture strength values have been 
used in European Design and Product Standards and within European industry for design and life 
assessment.  Nevertheless, in 18 years there have been many changes to both the software which can 
be used to fit creep rupture data and to the membership of ECCC Working Group 1 and in addition 
many observations have been made regarding the effectiveness of the ECCC procedures.  It was 
therefore decided that the effectiveness of the original procedures would be re-evaluated by the 
current members using the most up-to data methods for Creep Rupture Data Assessment (CRDA) and 
then the ECCC Recommendations would be reissued.  Four large multi-heat, multi-temperature 
working datasets on 2¼Cr1Mo, 11CrMoVNb, 18Cr11Ni and 31Ni20CrAlTi steels have been used for 
this re-evaluation.   
 
INTRODUCTION 

The Volume 5 Part Ia of the European Creep Collaborative Committee’s Recommendations 
“Guidance For The Assessment of Full Size Creep Rupture Datasets” [1] was first published in 1996 
and represents the work of Working Group 1 (Procedures for Data Generation and Assessment) 
during the period 1992 to 1996.  Since, then there have been a number of minor amendments (up to 
Issue 5) but no major changes to the original procedures.  Nevertheless, a large number of full-sized 
datasets have been analysed over the last 18 years using the ECCC Recommendations and the 
assessed strength values have been used in European Design and Product Standards and within the 
industrial members of ECCC for the purpose of design and life assessment.  However, over the last 18 
years there have been many changes to both the software which can be used to fit creep rupture data 
and to the membership of ECCC WG1 and in addition many observations have been made regarding 
the effectiveness of the procedures in Volume 5 Part Ia.  It was therefore decided that the 
effectiveness of the original procedures would be re-evaluated by the current members using the most 
up-to data methods for Creep Rupture Data Assessment (CRDA) and that Volume 5 Part Ia would be 
reissued.   
 
The original procedures were evaluated using four large multi-heat, multi-temperature working 
datasets; a low alloy ferritic (2¼Cr1Mo), a high alloy martensitic (11CrMoVNb), and two austenitic 
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stainless steels (18Cr11Ni and 31Ni20CrAlTi).  These same datasets have been used for this re-
evaluation.   
 
BRIEF DESCRIPTION OF ECCC PROCEDURES FOR CRDA 

There are four main steps to an ECCC Creep Rupture Data Assessment; (1) the pre-assessment of the 
data, (2) fitting of a model equation to the data, (3) post assessment tests for the effectiveness and 
credibility of the chosen model and (4) comparison of at least two independent CRDA leading to a 
final model that will be adopted by ECCC.  The following is only a brief summary of the procedures 
which is intended as an aid to understanding and does not include all of the details; reference should 
be made to ECCC Recommendations [1] Volume 5 Part Ia for a full description.   
 
Data Pre-Assessment 

The careful pre-assessment of the creep rupture data is clearly one of the most important steps in this 
process.  This should ensure that the pedigrees of the materials meet the specification and that the 
requirements of ECCC Recommendations [1] Volume 3 “Data Acceptability Criteria and Data 
Generation” are met.  It has been found to be very important to ensure that there are no errors in the 
data which lead to an obvious outlier.  This can be done by checking all data at the extremes of the 
scatter band.  In addition, the pre-assessment is expected to evaluate the distribution of broken and 
unbroken test-piece data points with respect to temperature and time.  The distribution of casts at each 
temperature is used to identify the main cast at each temperature and the best tested casts over a range 
of temperatures (see Vol. 5 Part Ia Section 2.3 of [1]).   
 
Model Fitting 

Working Group 1 has long recognised that it is not practicable to provide a single European procedure 
for fitting creep rupture data and instead provides guidance on (i) the ISO6303 method [2], (ii) the 
DESA procedure [3], (iii) BS PD6605 [4] and (iv) Graphical Multi-Heat Averaging and Cross 
Plotting method (see Vol. 5 Part Ia Appendix D4 of [1]).  Other examples of methods to fit creep 
rupture data are given in Vol. 5 Part Ia Appendix B of [1].  Indeed, the plethora of mathematical and 
statistical analysis software which are available means that almost any linear or non-linear model 
equation may be readily fitted to creep rupture data using a wide variety of methods.  The procedures 
therefore call for at least two independent CRDAs, of which one or more would have used either of 
ISO6303, DESA, PD6605 or the Graphical method.  Indeed, up to two further CRDAs may be 
required if there is a significant difference between the rupture strengths (see later).   
 
Post Assessment Testing 

The post assessment tests, PATs, are a key feature of the ECCC recommendations and must be 
applied to each of the CRDAs.  The PATs fall into three main categories; (i) tests for the physical 
realism of the predicted isothermal lines, (ii) tests for the effectiveness of the model prediction within 
the range of the input data and (iii) the repeatability and stability of the model equation on 
extrapolation.   
 
The tests for physical realism start with PAT 1.1 which is a visual comparison at each temperature of 
the model fit and the data, which is done by plotting the logarithm of the stress versus the logarithm of 
the rupture time (Figure C2.1).  It is a qualitative test and features to look for are:  Does the model 
have the same overall shape as the data at each temperature?  For example if the data are sigmoidal 
then it is acceptable for the model to be sigmoidal.  However, a significantly sigmoidal model should 
be rejected if the data have the same direction of curvature at all temperatures.  In addition, it should 
be remembered that the stress is an explanatory variable whereas the rupture time is a response 
variable and therefore the model fit would be expected to go through the centre of the scatter band of 
the data with respect to the logarithm of the rupture time.  Post assessment test 1.2 is more 
quantitative and checks the physical realism of the model fit at 25°C intervals between 10 and 
1,000,000 hours (Figure C2.2).  The model must not; cross-over, come together or turn back at 
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stresses greater than 0.8 times the lowest stress to rupture in the assessed dataset.  This ensures the 
physical realism of the model on extrapolation.  Post assessment test 1.3 uses a plot of the derivative 
of the logarithm of the rupture time with respect to the logarithm of the stress to ensure that the 
predicted isothermal lines do not fall away too quickly at low stress (Figure C2.3).  Another way to 
think of this is as a check that the instantaneous stress exponent for rupture does not fall to 
unreasonably low values.  The quantitative test is that the derivative does not fall below 1.5 at stresses 
greater than 0.8 times the lowest stress to rupture in the assessed dataset.  Nevertheless, if the 
metallurgical expert can demonstrate that either the rupture behaviour is sigmoidal or the creep 
mechanism enters the diffusional flow region then a derivative of between 1.0 and 1.5 may be 
permissible.   
 
The post assessment tests for the effectiveness of the model prediction within the range of the input 
data (PAT 2.1 and 2.2) have received particular attention in this re-evaluation exercise and will 
therefore be discussed further later.  Nevertheless, in brief the first test PAT 2.1 compares all of the 
data as predicted logarithm of the rupture time versus the observed logarithm of the rupture time and 
uses a number of quantitative measures to ensure that the model gives a good fit to the data (Figure 
C2.4).  The recommendations are that the model should be re-assessed if: (a) More than 1.5% of the 
data fall outside of ±2.5 standard deviations based on the logarithm of the rupture time, experience 
has shown that it is useful to check the pre-assessment for numerical errors and whether particular 
casts show anomalous behaviour before refitting the model to the re-assessed dataset.  (b) The slope 
of a mean linear fit through the predicted logarithm of the rupture time versus the observed logarithm 
of the rupture time is less than 0.78 or greater than 1.22.  This quantitative test has received particular 
attention in this re-evaluation and will be discussed later.  (c) The mean linear fit must also be 
contained within ±log 2 boundaries between observed rupture times of 100 and 100,000 hours.  A 
similar set of quantitative tests are also applied in PAT 2.2 to specific isothermal data at the three 
temperatures; the minimum and maximum temperatures that have more than 10% of the data (Tmin 
and Tmax) and the main temperature with the most data (see Figure C2.5).  PAT 2.2 is particularly 
useful at identifying models which might appear to be good fits to all of the data, but which actually 
do not describe particular temperatures very well.  This is shown in Figure C2.5(a), which has been 
conducted at 475°C, which is not Tmin[10%] but which nevertheless, contains significant long term data 
and this test appears to show that the model is poor at this temperature.  However, please note that 
more will be said about this observation later.  Furthermore, PAT 2.2 is also used to identify the 
influence of the best-tested casts (casts with a good range of data at a range of temperatures and 
including durations greater than 10,000 hours).  This is done by further investigation of casts which 
have a significant number of data outside of ±2.5 standard deviations based on the logarithm of the 
rupture time or if the slope of a mean linear fit through the predicted logarithm of the rupture time 
versus the observed logarithm of the rupture time of a single cast is less than 0.5 or greater than 1.5.  
Note for the example shown in Figure C2.5 all of the best tested casts are in acceptable agreement 
with the model.   
 
There are two further quantitative tests which specifically examine the repeatability and stability of 
the model on extrapolation.  These tests are arguably the most important to creep rupture data 
assessment as inevitably creep rupture models are extrapolated in order to provide elevated 
temperature time dependent design strengths or to calculate the creep life of components in service.  
These two tests both use culling of the most significant data and re-fitting of the chosen model 
equation, followed by a comparison of the predicted 300,000 hours rupture strength between the full 
and culled models (see Table C2.3).  If the maximum test duration is less than 100,000h, the predicted 
strength comparison may be made at 3 times the maximum test duration.  The predictions should be 
within 10% for the model equation to pass these tests.  The difference between PAT 3.1 and 3.2 is that 
PAT 3.1 culls the data on rupture time (removing a random 50% of the data with durations greater 
than 1/10th of the maximum rupture time) whereas PAT 3.2 removes 10% of the data by taking out the 
lowest stress data at each temperature.  Nevertheless, these tests are doing two subtly different things; 
PAT 3.1 examines what the outcome would be of having an inhomogeneous test matrix, of the same 
size in stress and temperature, albeit with lots of short time data but less of the valuable long time test 
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data.  Therefore, PAT 3.1 can be considered to be a practically based approach with regards to 
potentially lower cost test matrices.  An example of the models fitted to a full and PAT 3.1 culled 
dataset is shown in Figure C2.6.  In this case the PAT 3.1 is passed as given in Table C2.3.  It can be 
seen from Figure C2.6 that after culling 50% of the long time data, there still remains enough long 
time data that the fits to the culled and full datasets are similar.  Whereas, PAT 3.2 is a more 
statistically based approach and examines how well your chosen model would extrapolate if the test 
matrix was smaller in the important explanatory variable of stress, which by taking out the low stress 
data also takes out the long time data too.  An example of the models fitted to a full and PAT 3.2 
culled dataset is shown in Figure C2.7.  In this case the PAT 3.2 is failed, at 600C (Tmax[10%]) as given 
in Table C2.3.  It can be seen from Figure C2.7 that culling 10% of the lowest stress data at each 
temperature is a much more severe cull than PAT 3.1 and removes all of the long term data at  
Tmin[10%], Tmain and Tmax[10%].  Nevertheless, the fits to the full and culled datasets are similar at 
Tmin[10%] and Tmain but the PAT 3.2 is failed at Tmax[10%] because the fits are significantly different.  
The investigator should now try alternative models and try to find one that does indeed pass all of the 
ECCC PATs.   
 
Finally, all creep rupture data assessments have to be reported giving details of the above three steps; 
(1) the pre-assessment of the data, (2) fitting of a model equation to the data, (3) post assessment tests 
for the effectiveness and credibility of the chosen model.  ECCC has conveniently created a summary 
table which minimises the amount of text that needs to be written (see Vol. 5 Part Ia Appendix E of 
[1]).  In addition, most of the PATs can be simply summarised in figures (PAT 1 & 2, see Figure C2.1 
to Figure C2.5) or tables (PAT 3, see Table C2.3), and of course the rupture strengths are presented as 
a table.  The ECCC convenor responsible for that material can then compare the results of the two or 
more independent CRDAs.  Volume 5 Part Ia of the ECCCs Recommendations [1] gives twelve items 
of advice for this comparison and for the final decision on the recommended CRDA.  Nevertheless, 
the most significant are; that the CRDAs should pass the PATs and that the 100,000 hour rupture 
strengths at Tmin, Tmax and main temperatures of the two CRDAs are within 10% of each other and the 
300,000 hour rupture strengths are within 20%.  With the guidance being that the most conservative 
of the CRDAs at the main temperature would normally be adopted by ECCC.   
 
A RE-EVALUATION OF ECCC PROCEDURES FOR CRDA 

The basis of this re-evaluation is to take the same four original datasets that were used by ECCC 
during the period 1992 to 1996 (2¼Cr1Mo, 11CrMoVNb, 18Cr11Ni and 31Ni20CrAlTi steels) and to 
repeat multiple CRDAs on each dataset in order to test the effectiveness of the original ECCC 
procedures.  Eleven independent experts (identified as #1 to #11) have provided CRDAs for either 
some or all of the four materials or alternative models for the given material, giving a total of 46 
CDRAs.  Nevertheless, some investigators fitted the data with a number of models and then chose 
their preferred option and therefore this work represents the results of a great many fits to the data.  
The finding of these re-evaluations will now be described and discussed, which the reader will 
understand will be drastically summarised.   
 
Each of the four datasets had previously been pre-assessed in the early 1990’s (see Vol. 5 Part Ia 
Appendix A of [1]).  However, prior to this re-evaluation a second check was done which identified 
some duplicate data and some outliers in both individual data points and even some casts.  These data 
were corrected if the true values were known or deleted if this was not the case.  Nevertheless, this 
pre-assessment was not exhaustive as it was assumed that the pre-assessment had been done 
previously.  However, subsequent to the re-evaluation it was realised that in particular the 2¼Cr1Mo 
dataset contained significant errors the effect of which will be seen later.  This highlights the 
importance of a very thorough pre-assessment.  Experience suggests that good practice is to first 
minimise the number of errors and outliers in the dataset and then to perform a preliminary CRDA 
following the ECCC recommendations of model fitting followed by post assessment testing and that 
particularly, PAT 1.1 and 2.1, which compare the data and the model predictions, can help to identify 
any errors and outliers in the dataset which should be corrected or deleted.  For example, PAT 2.1 can 
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be used to identify which data lie outside of the ±2.5 standard deviation band (see Figure C2.11).  
This test is particularly useful at this as it is the only one in which all data are presented.  After which 
the final model fitting and post assessment testing process can be attempted.   
 
The model fitting involved at least 20 different creep rupture equations, not counting different orders 
of polynomial (typically 2 to 5).  Including parametric models, and traditional models with time 
temperature parameters were used with polynomials in the logarithm of stress as well as stress raised 
to a power less than one.  Different methods were used for the model fitting, linear and non-linear 
regression (in which either the sum of squares or the chi-square statistic has been minimised) and 
maximum likelihood fitting have all been used, furthermore different failure distributions were used 
such as log-normal, log-logistic and Weibull.   
 
So throwing caution and a lot of details to the wind, how do all the different models compare?  It was 
found that the difference between the highest and lowest predicted rupture strengths for 100,000 and 
300,000 hours, at the main temperatures were consistently much greater than the 10% and 20% that is 
required by the ECCC recommendations, see Table C2.2.  Indeed the worst case was Type 304H 
stainless steel at 650°C which gave a difference of 45% between the lowest 100,000 hour rupture 
strength of 49.5MPa and the highest of 71.7MPa.  These models and the data for Type 304H are 
shown graphically in Figure C2.15.  There are similar, though not as great differences between the 
predicted rupture strength for the other materials (see Table C2.2 and Figure C2.13 to Figure C2.16).  
Of course the big question is can the ECCC PATs be used to discriminate between the reliable and 
unreliable CRDAs?  The results of the ECCC PATs are presented for each material in Table C2.4 to 
Table C2.7, which highlight the models that failed the PATs and those which passed the PATs.  Also 
included in the Tables is the Z-factor which ECCC WG1 have used to define the scatter in the 
logarithm of the rupture time to give ±2.5 standard deviations assuming a log-normal distribution and 
is given by  
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where tu

* is the predicted rupture time, tu is the observed rupture time and nA is the total number of 
data.  It can be seen from Table C2.4, Table C2.6 and Table C2.7 that for materials 2¼Cr1Mo, 
18Cr11Ni and 31Ni20CrAlTi that only a small number of the models actually pass all of the ECCC 
PATs.  Whereas, for 11CrMoVNb none of the models pass all of the PATs (Table C2.5).  It should be 
noted that models that do not pass all of the PATs have in the past been accepted by ECCC, although 
there has usually been a sound reasoned argument as to why the model is reliable.  However, when 
presented with such a large range of different strengths it is difficult to choose the model that is most 
reliable.  So the next questions is; has the ECCC PATs selected the most reliable models?  
 
Looking at the reasons why various models failed the PATs, relatively few models failed PAT 1.1 and 
1.2, which probably reflects the subjective nature of such qualitative tests.  Nevertheless, these tests 
are the basic fundamental output of a creep rupture model and are therefore vital.  However, the 
sigmoidal shape of the 11CrMoVNb data did present a problem for any model that does not follow a 
sigmoidal shape and these can be rejected such as the second order polynomials in the logarithm of 
stress (which includes the Manson Haferd second order MH2 #5 Table C2.5).  PAT 1.3 is quantitative 
and the derivative falling below 1.5 rejects more models, such as models which turn-back and are 
therefore useless on extrapolation (MH2 #5 Table C2.5, Figure C2.8), models with a very extreme 
sigmoidal inflection (MH3 #1 Table C2.5, Figure C2.9) which is physically unrealistic.  Such model 
rejections are reasonable, however, PAT 1.3 also rejects some models with the derivative falling 
below 1.5 at some very long times (greater than 106 hours) and it could be argued that these models 
are not necessarily unreliable and should be considered further (these are shown as Fail1).  For 
example, the fit to the 31Ni20CrAlTi Model MH4Svt #8 is shown in Figure C2.10, which shows that 
although the model fails PAT 1.3 it does so only for times greater than 1,000,000 hours.   
 
The quantitative tests for effectiveness of the model prediction within the range of the input data 
(PAT 2.1 and 2.2) failed a great many of the candidate models (see Table C2.4 to Table C2.7).  It is 
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therefore very enlightening to investigate the reasons for these failures.  Quite a few models (16 out of 
46) failed with more than 1.5% of the data falling outside of ±2.5 standard deviations, especially for 
the ferritic steels; 4 out of 9 of the models for 2¼Cr1Mo and 10 out of 11 of the models for 
11CrMoVNb.  Since ±2.5 standard deviations would be expected to encompass all but 1.25% of the 
data, the 1.5% allowance is fairly small.  However, this test assumes that the scatter is homogeneous 
and does not allow for variance heterogeneity, which is commonly observed in creep rupture data 
where there is more scatter in high stress data than in the low stress data (for example Figure C2.17).  
Consequently, the majority of the data that fall outside of ±2.5 standard deviations commonly have 
high stresses and this means often at low temperatures.  Furthermore, this test tends to fail some of the 
models with the lowest Z-factors but passes some models with high Z-factors.  Since Z-factor is a 
measure of goodness of fit, this should be treated with caution and models should not necessarily be 
rejected on the grounds of this test’s result.  Nevertheless, the main value of this test is in identifying 
outlying data points, which after further investigation can often be removed due to problems with the 
whole cast, such as heat treatment or errors in individual data points such as typographical errors in 
stress, temperature or rupture time.  For example, in Figure C2.11, 2.75% of the data fall outside of 
±2.5 standard deviations.  A re-evaluation of the pre-assessment has identified a number of errors in 
these data for example the data at (254,78088) was entered as being at 520°C and a check of the 
source data showed that the actual temperature was 620°C.  In addition, other outliers included Cast 
2¼Cr1Mo which was inadvertently included with the wrought data.  Therefore, the test is very useful 
to identify if the pre-assessment should be revisited before the model is re-fitted.  However, a paradox 
that should be born in mind is that models with high Z-factors i.e. poor fits to the data may pass this 
test, whereas models with low Z-factors i.e. good fits to the data may fail this test (for example Table 
C2.4).  It is therefore clear that the test regarding whether data fall outside of ±2.5 standard deviations 
should not be used to reject or accept models, but rather as a guide to whether a greater understanding 
is required such as whether the pre-assessment should be revisited before the model is re-fitted and a 
better understanding for the reasons for cast to cast scatter in the alloy being fitted.   
 
The majority of the models that failed PAT 2.1 or 2.2 did so because either the slope of a mean linear 
fit is outside of the 0.78 to 1.22 acceptable range or the mean fit line fell outside the ±log 2 boundaries 
between 100 and 100,000 hours.  Both of these criteria rely on the same mean linear fits and therefore 
it is important to investigate these fits further.  For the 18Cr11Ni steel the three models that passed all 
of the PAT 2.1 and 2.2 tests had high Z-factors (Table C2.6) and are therefore among the worst fits to 
the data.  These models were also among the most optimistic on rupture strength (Table C2.2) and it is 
therefore suggested that these models may be non-conservative.   
 

It is clear that the linear fits through the predicted logarithm of the rupture time versus the observed 
logarithm of the rupture time are favouring the most optimistic models, and it is important to 
understand why.  When least squares regression is used it is usual in the majority of the available 
software for the error in the y-value to be minimised, with the assumption that there is no error in the 
x-value.  However in the PAT 2.1 and 2.2 the linear line is fitted through the predicted logarithm of 
the rupture time (as the y-value) versus the observed logarithm of the rupture time (as the x-value).  
Clearly, this is at odds with what the fitting software is actually doing.  This is because the predicted 
logarithm of the rupture time for multiple tests at the same stress and temperature are identical with no 
variation, whereas the observed logarithm of the rupture time for multiple tests at the same stress and 
temperature will clearly be different and will exhibit variation.  The obvious solution is to make a 
simple revision to the PAT 2.1 and 2.2 linear fits and change to fitting through the observed logarithm 
of the rupture time (as the y-value) versus the predicted logarithm of the rupture time (as the x-value).  
For example a revised PAT 2.1 is shown in Figure C2.11 and a revised PAT 2.2 is shown in Figure 
C2.12.  By doing this simple change the observed logarithm of the rupture time, which are clearly 
different and exhibit variation are plotted on the y-axis and the predicted logarithm of the rupture 
time, which for multiple tests at the same stress and temperature are identical with no variation are 
plotted on the x-axis.  This is now consistent with the way that most software for linear regression 
works.  It is interesting to note that at 475°C (see Figure C2.12(a)) the revised PAT 2.2 now passes 
the quantitative tests and makes the fit at 475°C appear realistic.  This is contrary to what was found 
with the original Pat 2.2 (see Figure C2.5(a)) and it is suggested that this shows how the original PAT 
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2.2 may have given rise to some poor judgments regarding the goodness of fit of creep rupture 
models.   
 
The results of the revised ECCC post assessment tests (including revised PAT 2.1 and 2.2) are given 
in Table C2.8 to Table C2.11.   
 

It should be noted that PAT 1.1, 1.2, 1.3, 2.1(a), 3.1, 3.2 are identical and that the quantitative tests in 
PAT 2.1 and 2.2 are otherwise unchanged.  It can be seen from Table C2.8 to Table C2.11 that the 
revised PAT 2.1 and 2.2 fail less of the models than the original ECCC PAT.  In addition, the revised 
PAT 2.1 and 2.2 now tends to pass models with lower Z-factors and fails models with high Z-factors.  
Furthermore, comparing the models with the data at the main temperatures (compare Figure C2.13(c) 
to Figure C2.16(c) with Figure C2.13(d) to Figure C2.16(d)) shows that the most optimistic and 
possibly non-conservative models have been rejected and that all of the models that now pass PAT 1 
and 2 are similar to one another giving a small range of rupture strength values.   
 

With regards to the most important tests PAT 3.1 and 3.2 for the repeatability and stability of the 
model equation on extrapolation (for example Table C2.3), not all models have been subjected to 
these tests nevertheless, where available these are reported in Table C2.4 to Table C2.11.  Clearly, 
there is no correlation between models which pass and fail PAT 2.1 2.2, 3.1 and 3.2.  This is because 
these tests examine different attributes of the models, PAT 2.1 and 2.2 testing effectiveness of the 
model prediction within the range of the input data and PAT 3.1 and 3.2 the repeatability and stability 
of the model equation on extrapolation.  Surprisingly, for the ferritic steels there is no clear correlation 
between models which pass and fail PAT 1.3, 3.1 and 3.2 (Table C2.4 & Table C2.5 and Table C2.8 
& Table C2.9).  Nevertheless, for 18Cr11Ni there does appear to be a correlation between models 
which pass and fail PAT 1.3, 3.1 and 3.2 (Table C2.6 and Table C2.10).  Unfortunately, for 
31Ni20CrAlTi too few of the models have yet to be tested using PAT 3.1 and 3.2.  Therefore there is 
insufficient evidence to suggest further improvements to PAT 3.1 and 3.2.  Nevertheless, it is strongly 
advised that only models that pass PAT 3.1 and 3.2 should be used for extrapolation, which 
effectively means that only these models should be recommended at all.  Nevertheless, for 
metallurgically unstable steels such as 11CrMoVNb ECCC recommendations [1] do allow a model to 
be recommended which fails PAT 3.2 (such as those models in Table C2.5 & Table C2.9).  In 
addition, ECCC recommendations [1] do allow PAT 3.1, which uses a random cull to be repeated if 
the first attempt fails.  For example see the results of PAT 3.1 for 11CrMoVNb, which are given in 
Table C2.3.  Experience has shown that whether this repeat passes is highly sensitive to whether the 
small number of low stress very long time data are culled or not.  Further work will be conducted by 
ECCC WG1 to better understand the effectiveness of PAT 3.1 and 3.2.  Nevertheless, in the mean 
time these tests remain the most important in the ECCC recommendations and exceptions can only be 
granted for metallurgically unstable steels which show strong sigmoidal behaviour.   
 
DISCUSSION 

The purpose of the ECCC recommendations [1] is to ensure that the rupture strength models that are 
produced by the model fitting process are reliable.  It can be seen from Figure C2.13 to Figure 
C2.16(a & b) that this is a challenging task because when multiple models are fit to the same data a 
wide range of fit lines can be produced.  Furthermore, it can be seen from Table C2.2 that these 
models produce a very wide range of rupture strength values.  It is common amongst researchers 
simply to test rupture models by a visual comparison at each temperature of the model fit with the 
data, which is done by plotting the logarithm of the stress versus the logarithm of the rupture time 
(ECCC PAT 1.1).  However, this simple qualitative approach does not differentiate between reliable 
and unreliable rupture models as can be seen from Table C2.4 to Table C2.11, where every model was 
passed by this test.  The ECCC post assessment tests are designed to select the reliable models and 
reject the unreliable ones.  In this paper Working Group 1 has re-evaluated the PATs by fitting four 
different materials to a total of 46 models.  The ECCC PATs have been applied to each of these 46 
models and the results will be discussed for each of the materials.  In particular, consideration will be 
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given to advice on the application of the PAT and to differences between the results of the original 
PAT 2.1 and 2.2 and the revised version, which is proposed above.   
 

Ten models were proposed for 2¼Cr1Mo (see Table C2.4, Table C2.8 and Figure C2.13).  However, 
only two models (see Table C2.4) passed the PAT 1 and 3 and the original PAT 2 (ignoring 
PAT2.1(a) % of the data outside of ±2.5 SD, since there are some outliers in this dataset which should 
really be removed).  These two models gave the highest strengths (see Table C2.2 and Figure 
C2.13(c)) and showed the highest Z-factors (see Table C2.4), i.e. the most scatter.  It is judged that 
these models would therefore be non-conservative.  Nevertheless, the revised PAT 2.1 and 2.2 (see 
Table C2.8) now fail these models and select a different two models.  These two models have low Z-
factors (less scatter) and give very similar strengths which are neither the lowest nor highest (see 
Table C2.2 and Figure C2.13(d)).  It is judged likely that these two models called MCmod #4 and 
MB3 #5 are the most reliable for 2¼Cr1Mo.   
 

Eleven models were proposed for 11CrMoVNb (see Table C2.5, Table C2.9 and Figure C2.14).  
However, none passed all of the ECCC PAT (see Table C2.5).  This is a metallurgically unstable steel 
which shows sigmoidal behaviour, particularly at 600°C.  Unfortunately, this is the only temperature 
clearly showing sigmoidal behaviour which makes it difficult for models to be reliably fitted to this 
dataset.  Furthermore, as 600°C is also the maximum temperature in the dataset it makes the culled 
datasets for PAT 3.1 and 3.2 too different from the full dataset.  Two models were initially shortlisted 
which were the only ones that passed the original PAT 2.1 (Table C2.5).  However, these models both 
show large Z-factors, furthermore there is a wide discrepancy between these two models (see Table 
C2.2 and Figure C2.14(c)), greater than the required 10% and is it unclear which one is reliable.  With 
the revised PAT 2.1 and 2.2 (Table C2.9) many more models pass PAT 2.1 although they all failed 
one of the other PAT (Table C2.9) and it is difficult to choose between the these other models.  It is 
suggested here that 11CrMoVNb is a very difficult material to fit reliably and that efforts should be 
made to obtain additional data, perhaps at 525, 575 and 625°C to improve the stability of the fitted 
equations (not 650°C as the material is tempered at 650-720°C).  Nevertheless, if the results of PAT 1 
and the revised PAT 2.1 and 2.2 are taken into account (ignoring PAT2.1(a) since most of the data 
outside of ±2.5 SD have low observed rupture times) then two models can be shortlisted SM-mod #4 
and OSD3 #9.  Both of these exhibits a gentle sigmoidal behaviour at 600°C and give very similar 
strengths which are neither the lowest nor highest (see Table C2.2 and Figure C2.14(d)).  It is judged 
likely that these two models give reasonably reliable rupture strength values for 11CrMoVNb, but that 
further investigation is required.   
 

Ten models were proposed for 18Cr11Ni (see Table C2.6, Table C2.10 and Figure C2.15) of which 
three passed all of the original PATs. However, these had relatively high Z-factors and include the 
two most optimistic models on rupture strength (Table C2.2 and Figure C2.15 (c)) and it is judged that 
these models would therefore be non-conservative.  Nevertheless, the revised PAT 2.1 and 2.2 (see 
Table C2.10) now fail these models.  However, it remains difficult to select a clear shortlist of models 
as every model fails at least one PAT.  A shortlist of four models has been selected by considering 
those that pass PAT 1, 2.1 (ignoring PAT2.1(a)) and 3.  In particular, PAT 2.2 at 700°C has been 
ignored.  Nevertheless, these four models have low Z-factors (less scatter) and give very similar 
strengths which are neither the lowest nor highest (see Table C2.2 and Figure C2.15(d)).  It is judged 
likely that these four models are the most reliable for 18Cr11Ni.   
 
Fifteen models were proposed for 31Ni20CrAlTi (see Table C2.7, Table C2.11 and Figure C2.16) of 
which three passed the original PAT 2.1 and 2.2 (ignoring PAT2.1(a)). However, these had relatively 
high Z-factors and include the two most optimistic models on rupture strength (Table C2.2 and Figure 
C2.16(c)) and it is judged that these models would be non-conservative.  Nevertheless, the revised 
PAT 2.1 and 2.2 (see Table C2.11) allow six models to be selected that pass all PATs.  These six 
models have low Z-factors (less scatter) and give very similar strengths which are neither the lowest 
nor highest (see Table C2.2 and Figure C2.16(d)).  It is judged likely that these six models are the 
most reliable for 31Ni20CrAlTi.   
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CONCLUSIONS 

It has been found that fitting creep rupture data using a range of different models and methods gives 
rise to a very wide range of best fit lines and rupture strength values.  This is of concern as it 
questions the reliability of creep rupture data assessments.  The ECCC post assessments tests fall into 
three main categories; (i) tests for the physical realism of the model, (ii) tests for the effectiveness of 
the model prediction within the range of the data and (iii) the repeatability and stability on 
extrapolation.  Their effectiveness has been re-evaluated by Working Group 1.  A simple modification 
has been made to a Revised PAT 2.1 and 2.2, for effectiveness of the model prediction within the 
range of the data, which now plots the observed logarithm of the rupture time (as the y-value) versus 
the predicted logarithm of the rupture time (as the x-value).  It has been shown that the application of 
the full range of ECCC post assessment tests including the Revised PAT 2.1 and 2.2, allows the 
assessor to discriminate between unreliable and reliable creep rupture data assessments, and models.  
In particular, the shortlisted models produce similar mean fits and rupture strength values.   
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Table C2.1: Summarised Extent of Failed Creep Rupture Data for the ECCC Working Datasets 
(excluding unbroken data). See Volume 5 Part Ia Appendix A for the full details of these datasets.  
Material Temperatures °C (No. at each) Data 

70-
100kh 

Data 
>100kh 

Min 
Stress 
(MPa) 

2¼Cr1Mo 
450(19), 454(3), 475(45), 482(3), 500(174), 525(73), 
535(12), 550(230), 565(70), 575(71), 593(38), 
600(184), 620(15), 625(10), 650(65) 

30 12 22 

11CrMoVNb 425(1), 450(12), 475(14), 500(71), 550(145), 600(67) 14 4 69 

18Cr11Ni 
482(6), 500(18), 538(5), 550(57), 565(24), 593(28), 
600(170), 625(21), 650(251), 700(120), 732(19), 
750(13), 800(14) 

6 2 10 

31Ni20CrAlTi 
500(42), 550(49), 600(65), 650(50), 700(79), 750(12), 
800(68), 850(8), 900(56), 950(11), 1000(46), 1050(9) 

2 0 5 

 
Table C2.2: Creep Rupture Strengths (MPa) at the Main Temperatures for the Model Equations.  Red 
showing the most optimistic and potentially non-conservative strengths.  Models which are shortlisted 
by the Revised ECCC PAT are shown Bold.  
2¼Cr1Mo at 
550°C 

AJB 
#1 

SM2M
x #2 

SM2D 
#3 

SM2P 
#3 

MCmod 
#4 

MB2 
#5 

MB3 
#5 

LM5 
#9 

Seifert 
#10 

MMR
4 #11      

100kh 63.0 67.0 63.0 66.2 62.9 63.6 64.6 63.5 71.8 71.7      
300kh 45.1 51.1 48.9 50.4 48.9 47.6 48.5 49.7 57.4 57.4      
11CrMoV Nb 
at 550°C 

MH3
#1 

MH3 
#2 

MC-D 
#3 

MCP 
#3 

SM-
mod #4 

MH2 
#5 

MB3 
#5 

LMP
2 #6 

OSD3 
#9 

Seifer
t #10 

MMR
4 #11     

100kh 136 134 166 147 154 168 175 161 153 169 150     
300kh 77.5 77.3 111 97.2 100 122 128 112 98.5 130 103     

18Cr11Ni at 
650°C 

MR 
#1 

SM2M 
#2 

SM1-
D #3 

SM1-P 
#3 MB3 #5 

OSD3S
0.5 #6 

MH2 
S0.4 
#6 

MH3 
#9 

Seifert 
#10 

MMR
4 #11      

100kh 54.8 56.3 52.6 54.4 64.2 65.4 49.5 66.4 71.7 68.8      
300kh 43.7 45.0 41.2 42.0 54.1 54.0 36.1 53.0 61.8 58.8      
31Ni20CrAlTi 
at 700°C 

SM1 
#1 SM1#2 

SM1-
D #3 

SM1-P 
#3 MH3 #4

MB3 
#5 

LM3 
#7 

MH4t
vS #8

MH4S
vt #8 

MB4S
vt #8 

OSD3 
#8 

OSD
4+ #8 

MR
4 #9

Seifer
t #10 

MMR4 
#11 

100kh 41.6 42.0 40.0 42.8 38.9 40.2 42.9 37.7 44.0 36.2 42.3 39.7 41.2 48.8 48.3 
300kh 32.9 33.2 31.2 34.0 28.8 32.0 35.5 28.5 35.8 27.3 33.4 31.7 33.7 41.5 41.0 
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Table C2.3: Results of PAT 3.1 and 3.2 For ECCC Datasets analysed by Investigator #1.  
 
PAT  Extra 

Temp.  
Tmin[10%] Tmain Tmax[10%

] 
Time Test 

Result 
2¼Cr1Mo  Model AJB #1 

  475°C 500°C 550°C 600°C   
Full Model Ru/300kh 129.6 94.27 45.14 17.79 300kh  
3.1 Ru/300kh 123.0 90.19 44.47 19.03 300kh  
 % 5.34 4.51 1.51 6.55  Pass 
3.2 Ru/300kh 128.4 94.59 47.94 21.80 300kh  
 % 0.94 0.34 6.20 22.55  Fail 

11CrMoVNb  Model MH3 #1 
  475°C 500°C 550°C 600°C   
Full Model Ru/300kh 313.1 228.7 77.47 55.22 300kh  
3.1 1st 
Attempt 

Ru/300kh 298.8 216.5 70.07 50.58 300kh  

 % 4.80 5.64 10.55 9.18  Fail 
3.1 2nd 
Attempt 

Ru/300kh 307.9 227.1 78.38 56.46 300kh  

 % 1.74 0.75 1.29 2.45  Pass 
3.2 Ru/300kh 323.8 240.2 80.19 54.92 300kh  
 % 3.42 5.01 3.51 0.55  Pass 

18Cr11Ni  Model MR #1 
  550°C 600°C 650°C 700°C   
Full Model Ru/300kh 108.4 70.04 43.66 25.95 300kh  
3.1 Ru/300kh 101.1 65.27 40.81 24.49 300kh  
 % 7.17 7.30 6.99 5.96  Pass 
3.2 Ru/300kh 107.8 69.92 44.15 26.97 300kh  
 % 0.53 0.17 1.12 3.90  Pass 

31Ni20CrAlTi  Model SM1 #1 at 300kh 
  550°C 600°C 700°C 900°C   
Full Model Ru/300kh 131.7 83.58 32.85 6.35 300kh  
3.1 Ru/300kh 130.1 81.72 31.45 5.99 300kh  
 % 1.23 2.28 4.45 5.95  Pass 
3.2 Ru/300kh 131.2 82.95 32.43 6.26 300kh  
 % 0.42 0.76 1.30 1.40  Pass 

31Ni20CrAlTi  Model SM1 #1 at Ru/3.tu[max] , 3.tu[max]= 238293h 
Full Model Ru/3.tu[max] 136.7 87.20 34.54 6.70 238.3kh  
3.1 Ru/3.tu[max] 135.1 85.35 33.12 6.34 238.3kh  
 % 1.18 2.17 4.27 5.73  Pass 
3.2 Ru/3.tu[max] 136.1 86.58 34.11 6.61 238.3kh  
 % 0.39 0.71 1.25 1.34  Pass 
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Table C2.4: Results of Original ECCC Post Assessment Tests for 2¼Cr1Mo. Shortlisted models are 
shown Bold. Shortlist is based on PAT 1 and 2 (ignoring PAT2.1(a) % of data outside ±2.5 SD). 

  AJB #1 SM2Mx #2 SM2D #3 SM2P #3 MCmod #4 MB2 #5 MB3 #5 LM5 #9 Seifert #10 MMR4 #11 
PAT-1.1  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.3  Pass Fail Pass Pass Pass Pass Pass Pass Pass Pass 
Z Factor  7.475 7.164 7.213 7.779 7.213 7.026 6.980 7.987 9.673 8.407 
PAT-2.1 (a) Fail Fail Pass Pass Pass Fail Pass Pass Fail Pass 
All data (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
 (c) Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 500°C (c) Pass Pass Fail Pass Fail Pass Fail Pass Pass Pass 
PAT-2.2 (b) Pass Pass Fail Pass Fail Pass Pass Fail Pass Pass 
at 550°C (c) Pass Pass Fail Fail Fail Fail Fail Fail Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 600°C (c) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
PAT-3.1  Pass Pass Pass  Pass  Pass Pass Pass Pass 
PAT-3.2  Fail Pass Fail  Pass  Pass Pass Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 

 
Table C2.5: Results of Original ECCC Post Assessment Tests for 11CrMoVNb. Shortlisted models 
shown Bold are based on PAT 2.1 only (ignoring PAT2.1(a) % of the data outside of ±2.5 SD). 

  
MH3
#1 

MH3 
#2 

MC-
D #3 

MCP 
#3 

SM-
mod #4 

MH2 
#5 

MB3 
#5 

LMP2 
#6 

OSD3 
#9 

Seifert 
#10 

MMR
4 #11 

PAT-1.1  Pass  Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass 
PAT-1.2  Pass  Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass 
PAT-1.3  Fail Fail Fail Pass Pass Fail Fail Fail Pass Pass Pass 
Z Factor  10.53 10.12 9.51 9.90 8.96 9.97 10.12 9.31 9.00 9.80 11.74 
PAT-2.1 (a) Fail Fail Fail Fail Pass Fail Fail Fail Fail Fail Fail 
All data (b) Fail Fail Pass Fail Fail Fail Pass Fail Fail Pass Pass 
 (c) Fail Fail Fail Fail Fail Fail Pass Fail Fail Fail Pass 
PAT-2.2 (b) Fail Fail Pass Pass Pass Fail Fail Fail Fail Fail Pass 
at 500°C (c) Fail Fail Fail Fail Fail Fail Fail Fail Fail Fail Pass 
PAT-2.2 (b) Fail Fail Pass Fail Pass Pass Pass Fail Pass Pass Pass 
at 550°C (c) Fail Fail Pass Fail Fail Fail Pass Fail Fail Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 600°C (c) Fail Fail Pass Fail Pass Pass Pass Pass Pass Pass Pass 
PAT-3.1  Pass Pass Fail  Pass  Fail Pass Pass Fail Pass 
PAT-3.2  Pass Pass Pass  Fail  Fail Fail Pass Pass Fail 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 
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Table C2.6: Results of Original ECCC Post Assessment Tests for 18Cr11Ni. Shortlisted models 
shown Bold are based on all PAT.  

  MR #1 
SM2M 
#2 

SM1-
D #3 

SM1-
P #3 MB3 #5 

OSD3
S0.5 #6 

MH2 
S0.4 #6 

MH3 
#9 

Seifert 
#10 

MMR
4 #11 

PAT-1.1  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.3  Pass Pass Pass Pass Pass Pass Fail1 Pass Pass Pass 
Z Factor  13.95 14.36 13.75 14.48 17.96 22.08 13.96 30.30 26.17 24.21 
PAT-2.1 (a) Fail Pass Pass Pass Pass Pass Pass Pass Pass Pass 
All data (b) Fail Fail Fail Fail Pass Pass Fail Pass Pass Pass 
 (c) Fail Fail Fail Fail Pass Pass Fail Pass Pass Pass 
PAT-2.2 (b) Fail Fail Fail Fail Fail Pass Fail Pass Pass Pass 
at 600°C (c) Fail Fail Fail Fail Fail Pass Fail Fail Pass Pass 
PAT-2.2 (b) Fail Fail Fail Fail Pass Pass Fail Pass Pass Pass 
at 650°C (c) Fail Fail Fail Fail Fail Pass Fail Pass Pass Pass 
PAT-2.2 (b) Fail Fail Fail Fail Pass Pass Fail Pass Pass Pass 
at 700°C (c) Fail Fail Fail Fail Pass Pass Fail Fail Pass Pass 
PAT-3.1  Pass Pass Pass  Fail Pass Fail Fail Pass Pass 
PAT-3.2  Pass Pass Pass  Fail Pass Fail Fail Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 
Fail1 Derivative less that 1.5 only for times greater than 1,000,000 hours.   

 
Table C2.7: Results of Original ECCC Post Assessment Tests for 31Ni20CrAlTi. Shortlisted models 
shown Bold are based on PAT 2.1 and 2.2 only (ignoring PAT2.1(a) % of data outside ±2.5 SD). 

  
SM
1 #1 

SM1
#2 

SM1-
D #3 

SM1-
P #3 

MH3 
#4 

MB
3 #5 

LM3 
#7 

MH4t
vS #8 

MH4S
vt #8 

MB4S
vt #8 

OSD3 
#8 

OSD4+ 
#8 

MR4 
#9 

Seifert 
#10 

MMR4 
#11 

PAT-1.1  Pass  Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.3  Pass Pass Pass Pass Pass Pass  Pass Fail1 Fail1 Fail1 Pass  Pass  Pass  Pass  Pass  
Z Factor  5.87 6.08 5.82 6.12 6.35 5.73 6.10 5.79 7.63 6.12 6.36 6.19 5.73 7.62 7.28 
PAT-2.1 (a) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
All data (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
 (c) Pass Fail Pass Fail Fail Pass Fail Fail Pass Fail Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass Pass Pass 
at 
600°C (c) Pass Pass Pass Pass Fail Fail Fail Fail Pass Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Fail Pass Pass Fail Pass Fail Pass Fail Pass Pass Fail Pass Pass 
at 
700°C (c) Fail Fail Fail Fail Fail Fail Fail Fail Pass Fail Pass Fail Fail Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 
900°C (c) Pass Pass Fail Pass Fail Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass 
PAT-3.1  Pass Pass Pass  Pass Pass       Pass Fail Pass 
PAT-3.2  Pass Pass Pass  Pass Pass       Pass Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 
Fail1 Derivative less that 1.5 only for times greater than 1,000,000 hours.   
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Table C2.8: Results of Revised-ECCC Post Assessment Tests for 2¼Cr1Mo. Shortlisted models 
shown Bold are based on all PAT. 

  AJB #1 SM2Mx #2 SM2D #3 SM2P #3 MCmod #4 MB2 #5 MB3 #5 LM5 #9 Seifert #10 MMR4 #11 
PAT-1.1  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.3  Pass Fail Pass Pass Pass Pass Pass Pass Pass Pass 
Z Factor  7.475 7.164 7.213 7.779 7.213 7.026 6.980 7.987 9.673 8.407 
PAT-2.1 (a) Fail Fail Pass Pass Pass Fail Pass Pass Fail Pass 
All data (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
 (c) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass 
at 500°C (c) Fail Pass Pass Fail Pass Pass Pass Fail Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 550°C (c) Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 600°C (c) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
PAT-3.1  Pass Pass Pass  Pass  Pass Pass Pass Pass 
PAT-3.2  Fail Pass Fail  Pass  Pass Pass Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 

 

Table C2.9: Results of Revised-ECCC Post Assessment Tests for 11CrMoVNb. Shortlisted models 
shown Bold are based on PAT 1.1, 1.2, 1.3, 2.1and 2.2 only (ignoring PAT2.1(a) % of the data 
outside of ±2.5 SD and PAT 3.2). 

  
MH3
#1 

MH3 
#2 

MC-
D #3 

MCP 
#3 

SM-
mod #4 

MH2 
#5 

MB3 
#5 

LMP2 
#6 

OSD3 
#9 

Seifert 
#10 

MMR4 
#11 

PAT-1.1  Pass  Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass 
PAT-1.2  Pass  Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass 
PAT-1.3  Fail Fail Fail Pass Pass Fail Fail Fail Pass Pass Pass 
Z Factor  10.53 10.12 9.51 9.90 8.96 9.97 10.12 9.31 9.00 9.80 11.74 
PAT-2.1 (a) Fail Fail Fail Fail Pass Fail Fail Fail Fail Fail Fail 
All data (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
 (c) Pass Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Fail 
at 500°C (c) Pass Pass Fail Fail Pass Pass Pass Pass Pass Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 550°C (c) Pass Pass Pass Fail Pass Pass Pass Pass Pass Fail Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 600°C (c) Pass Pass Pass Pass Pass Pass Fail Pass Pass Fail Pass 
PAT-3.1  Pass Pass Fail  Pass  Fail Pass Pass Fail Pass 
PAT-3.2  Pass Pass Pass  Fail  Fail Fail Pass Pass Fail 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 

 
Table C2.10: Results of Revised-ECCC Post Assessment Tests for 18Cr11Ni. Shortlisted models 
shown Bold are based on PAT 2.1 and 2.2 at 600 and 650°C only (ignoring PAT2.1(a) % of the data 
outside of ±2.5 SD). 

  
MR 
#1 

SM2M 
#2 

SM1-
D #3 

SM1-
P #3 MB3 #5 

OSD3S
0.5 #6 

MH2 
S0.4 #6 

MH3 
#9 

Seifert 
#10 

MMR4 
#11 

PAT-1.1  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  Pass  
PAT-1.3  Pass Pass Pass Pass Pass Pass Fail1 Pass Pass Pass 
Z Factor  13.95 14.36 13.75 14.48 17.96 22.08 13.96 30.30 26.17 24.21 
PAT-2.1 (a) Fail Pass Pass Pass Pass Pass Pass Pass Pass Pass 
All data (b) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
 (c) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
at 600°C (c) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
at 650°C (c) Pass Pass Pass Pass Fail Fail Pass Fail Fail Fail 
PAT-2.2 (b) Pass Pass Pass Fail Pass Pass Fail Pass Pass Pass 
at 700°C (c) Fail Fail Fail Fail Pass Pass Fail Fail Fail Pass 
PAT-3.1  Pass Pass Pass  Fail Pass Fail Fail Pass Pass 
PAT-3.2  Pass Pass Pass  Fail Pass Fail Fail Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 
Fail1 Derivative less that 1.5 only for times greater than 1,000,000 hours.   
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Table C2.11: Results of Revised-ECCC Post Assessment Tests for 31Ni20CrAlTi. Shortlisted models 
shown Bold are based on all PAT. 

  
SM
1 #1 

SM
1#2 

SM1-
D #3 

SM1-
P #3 

MH
3 #4 

MB
3 #5 

LM3 
#7 

MH4t
vS #8 

MH4S
vt #8 

MB4S
vt #8 

OSD
3 #8 

OSD4+ 
#8 

MR4 
#9 

Seifert 
#10 

MMR
4 #11 

PAT-1.1  Pass  Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  
PAT-1.2  Pass  Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  Pass  Pass  Pass  Pass Pass  Pass  
PAT-1.3  Pass Pass Pass Pass Pass Pass  Pass Fail1 Fail1 Fail1 Pass  Pass  Pass Pass  Pass  
Z Factor  5.87 6.08 5.82 6.12 6.35 5.73 6.10 5.79 7.63 6.12 6.36 6.19 5.73 7.62 7.28 
PAT-2.1 (a) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
All data (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
 (c) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Pass Pass 
at 
600°C (c) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Fail Pass Pass Fail Fail 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
at 
700°C (c) Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass Pass 
PAT-2.2 (b) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Fail Fail 
at 
900°C (c) Pass Pass Pass Pass Pass Pass Pass Pass Fail Pass Pass Pass Pass Fail Fail 
PAT-3.1  Pass Pass Pass  Pass Pass       Pass Fail Pass 
PAT-3.2  Pass Pass Pass  Pass Pass       Pass Pass Pass 
PAT 2 Criteria (a) % of the data outside of ±2.5 SD  (b) slope of a mean linear fit  (c) contained within ±log 2 
Fail1 Derivative less that 1.5 only for times greater than 1,000,000 hours.   
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Figure C2.1: PAT 1.1 For Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 .  Test Passed, although the 
apparent bias at 450 and 475°C is noted. An investigation of the data showed that the majority of the data at these 
temperatures comes from only one country and that the country providing most data is different at the different 
temperatures.   

[4]
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Figure C2.2: PAT 1.2 For Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 . Test Passed.  [4]
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Figure C2.3: PAT 1.3 For Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 . Test Passed.   [4]
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Figure C2.4: Original ECCC PAT 2.1 (predicted logarithm of the rupture time versus the observed logarithm of the 
rupture time) for Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Failed.   
(a) More than 1.5% (actual value 2.75%) of the data fall outside of ±2.5 standard deviations. Test Failed  
(b) The slope of a mean linear fit is 0.8621 which is between 0.78 and 1.22.  Test Passed.   
(c) The mean linear fit is contained within ±log 2 boundaries between observed rupture times of 100 and 100,000 
hours.  Test Passed.  
Note: A re-evaluation of the pre-assessment has identified a number of errors in these data for example the data at 
(254,78088) was entered as being at 520°C and a check of the source data showed that the actual temperature was 
620°C.  In addition, other outliers included data for Cast 2¼Cr1Mo which was inadvertently included with the 
wrought data.  This shows the value of PAT 2.1 at identifying outliers.   
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(a) 475°C (note this is not Tmin[10%] but contains  (b) 500°C Tmin[10%] 

long term data.)  
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(c) 550°C Tmain     (d) 600°C Tmax[10%] 

 

Figure C2.5: Original ECCC PAT 2.2 (predicted logarithm of the rupture time versus the observed logarithm of the 
rupture time) for Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Passed.   
(a) 475°C.  Note this is not Tmin[10%] but contains significant long term data tests, which would be failed at this 
temperature on the slope of a mean linear fit is 0.5969, which is not between 0.78 and 1.22.  In addition, the mean 
linear fit is not contained within ±log 2 boundaries.  
(b) 500°C Tmin[10%].  Quantitative tests passed.  
(c) 550°C Tmain  Quantitative tests passed.  
(d) 600°C Tmax[10%].  Quantitative tests passed. 
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Figure C2.6: An Example of The Data (full dataset and culled dataset) and Fits for PAT 3.1 Applied to Model AJB 
#1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Passed.   
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Figure C2.7: An Example of The Data (full dataset and culled dataset) and Fits for PAT 3.2 Applied to Model AJB 
#1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Failed at 600°C T[max].   
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(a) PAT 1.1 
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(b) PAT 1.2 
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(c) PAT 1.3 
Figure C2.8: Example of a Fit to 11CrMoVNb Model MH2 #5 that Fails PAT 1.1, 1.2 and 1.3.  
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(b) PAT 1.2 
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(c) PAT 1.3 
Figure C2.9: Example of a Fit to 11CrMoVNb Model MH3 #1 that Passes PAT 1.1, 1.2 but Fails PAT 1.3.  Note 
derivatives fall below 1, which is not physically realistic even for diffusional creep.  In addition, values less than 
1.5 are obtained for times less than 1,000,000 hours.   
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(b) PAT 1.3 showing all times 
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(c) PAT 1.3 showing only times less than 1,000,000 hours.   
 
Figure C2.10: Example of a Fit to 31Ni20CrAlTi Model MH4Svt #8 that Passes PAT 1.1, 1.2 but Fails PAT 1.3, 
albeit only at times much greater than 1,000,000 hours.   
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Figure C2.11: Revised ECCC PAT 2.1 (Observed logarithm of the rupture time versus the Predicted logarithm of 
the rupture time) for Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Failed.   
(a) More than 1.5% (actual value 2.75%) of the data fall outside of ±2.5 standard deviations. Test Failed  
(b) The slope of a mean linear fit is 0.934 which is between 0.78 and 1.22.  Test Passed.   
(c) The mean linear fit is contained within ±log 2 boundaries between observed rupture times of 100 and 100,000 
hours.  Test Passed.  
Note: A re-evaluation of the pre-assessment has identified a number of errors in these data for example the data at 
(254,78088) was entered as being at 520°C and a check of the source data showed that the actual temperature was 
620°C.  In addition, other outliers included data for Cast 2¼Cr1Mo which was inadvertently included with the 
wrought data.  This shows the value of PAT 2.1 at identifying outliers.   
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(a) 475°C (note this is not Tmin[10%] but contains  (b) 500°C Tmin[10%] 

long term data.)  
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(c) 550°C Tmain     (d) 600°C Tmax[10%] 

 
Figure C2.12: Revised ECCC PAT 2.2 (Observed logarithm of the rupture time versus the Predicted logarithm of 
the rupture time) for Model AJB #1 Fitted to 2¼Cr1Mo using PD6605 [4]. Overall test Passed.   
(a) 475°C.  Note this is not Tmin[10%] but contains significant long term data tests.  This test was failed in the 
Original PAT 2.2 see Figure C2.5(a). However, with the Revised PAT 2.2 it is now passed.   
(b) 500°C Tmin[10%].  Quantitative tests passed.  
(c) 550°C Tmain  Quantitative tests passed.  
(d) 600°C Tmax[10%].  Quantitative tests passed. 
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(a) (b) 

2¼Cr1Mo 550°C Original PAT. Shortlisted models based on PAT 
1and 2 (ignoring PAT2.1(a) % of the data outside of ±2.5 SD) 
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2¼Cr1Mo 550°C Revised-ECCC PAT. Shortlisted models are 
based on all PAT.
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(c) (d) 
Figure C2.13: Rupture models with data for 2¼Cr1Mo at the main temperature of 550°C; (a) all models, (b) all models 10k to 1000khours, (c) shortlisted models based on 
Original ECCC PAT 2, (d) shortlisted models based on Revised ECCC PAT 2.   

C2.26 of C2.30 



 

11CrMoVNbN 550 °C All Fits

0

50

100

150

200

250

300

350

400

450

10 100 1000 10000 100000 1000000

Time (hours)

S
tr

es
s 

(M
P

a)

550°C Data
MH3[595] #1
MH3[581] #2
MC-D #3
MCP #3
SM-mod #4
MH2 #5
MB3 #5
LMP2 #6
OSD3 #9
Seifert #10
MMR4 #11

11CrMoVNbN 550 °C All Fits

0

50

100

150

200

250

300

350

10000 100000 1000000

Time (hours)

S
tr

es
s 

(M
P

a)

550°C Data
MH3[595] #1
MH3[581] #2
MC-D #3
MCP #3
SM-mod #4
MH2 #5
MB3 #5
LMP2 #6
OSD3 #9
Seifert #10
MMR4 #11

 
(a) (b) 

11CrMoVNbN 550 °C Original PAT. Shortlisted models based on 
PAT 2.1 only (ignoring PAT2.1(a) % of the data outside of ±2.5 SD).
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11CrMoVNbN 550 °C Revised PAT. Shortlisted models based on PAT 1 
and 2 (ignoring PAT2.1(a) data outside of ±2.5 SD and PAT 3.2).
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(c) (d) 
Figure C2.14: Rupture models with data for 11CrMoVNb at the main temperature of 550°C; (a) all models, (b) all models 10k to 1000khours, (c) shortlisted models based 
on Original ECCC PAT 2.1, (d) shortlisted models based on Revised ECCC PAT 2.   
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Type 304H 650°C Original PAT. Shortlisted models pass all PAT
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Type 304H 650°C Revised PAT. Shortlisted models based on PATs 1, 2 
and 3 (ignoring PAT2.1(a) and PAT 2.2 at 700°C).
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(c) (d) 
Figure C2.15: Rupture models with data for 18Cr11Ni at the main temperature of 650°C; (a) all models, (b) all models 10k to 1000khours, (c) shortlisted models based on 
Original ECCC PAT 2.1, (d) shortlisted models based on Revised ECCC PAT 2.   
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(a) (b) 

31Ni20CrAlTi 700°C Original PAT. Shortlisted models are 
based on PAT 2.1and 2.2 only (ignoring PAT2.1(a)).
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(c) (d) 
Figure C2.16: Rupture models with data for 31Ni20CrAlTi at the main temperature of 700°C; (a) all models, (b) all models 10k to 1000khours, (c) shortlisted models based 
on Original ECCC PAT 2.1, (d) shortlisted models based on Revised ECCC PAT 2.   
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Figure C2.17: Plot of Residual versus Stress for Model MR2 #1 Fitted to 18Cr11Ni using PD6605 [4].  This plot 
shows how the scatter is different at different stresses, which is called variance heterogeneity.   
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1. Introduction

The graphical assessment of creep rupture data is the eldest method which was generally

used before numerical assessment methods, i.e. time temperature parameter methods and

computer based procedures were introduced. The time expenditure for the graphical method

is relatively high. However, as an advantage, the assessor wins an intimate knowledge about

the creep rupture data. Another advantage is the high flexibility of the method. This is of

special importance when metallurgical unstable materials are considered which may show

sigmoidal isothermal curves.

Due to the flexibility of the graphical method, the different needs of assessment and different

laboratory traditions, there exist many variants, which can not all be described in this

document. The following description is limited to the problem to assess time to plastic strain

data and time to rupture data of a steel type or steel grade, which was creep rupture tested on

a sufficient number of individual materials (heats, casts). The aim is to determine the average

behaviour of that steel type or steel grade in the temperature, stress and time ranges being of

interest and covered by data.

The data needed for a graphical assessment are similar to those for numerical assessments.

These are for any individual material tested:

• the pedigree data characterizing the chemical composition, production process and heat

treatment and other relevant conditions as test piece position within the material, see

Vol. 4 ,

• the test data which are test temperature T, stress σ0 , times to plastic strain tp0.2 ,  tp0.5 ,

tp1 , tp2 and rupture time tu .

A pre-assessment has to be carried out according to chapter 2.3 of Vol. 5.

The post assessment tests (PAT's) recommended for numerical assessments, are differently

to be applied to the graphical method. Whereas the PAT's 1 and 2, which concern the

evaluation of the assessed curves and their deviations from the original data points, shall be
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introduced into the graphical method after a certain transition time, the PAT  3, which

compares extrapolations from the full data set and reduced data sets can not be fully applied.

However, a reduced post assessment procedure seems to be applicable and is proposed for

the future.

2. Graphical Averaging and Cross Plotting Method

The below described Graphical Averaging and Cross Plotting Method has been used for many

years, especially in Germany 
1) 2) 3)

 but also in Austria and other countries for the

assessment of creep and rupture data to produce the creep strength and rupture strength

values reported in DIN- and EN-standards. The method is subdivided into individual

assessment steps. The following description refers to a flow chart (Fig. 1) and to schematical

diagrams which explain individual steps. Beside the references 
1) to 3)

, references 
4) to 5)

were used.

2.1 Data Selection

The experimental data have to be evaluated to examine whether they fulfill a chosen material

specification in national or international standards or one chosen by another authorised

organisation. Any individual material (heat, cast) of the alloy considered has to be examined,

whether the main alloying elements, the production, the heat treatment and the mechanical

properties at room temperature are situated in the frame of the specification. It has to be

checked whether the distributions of yield strength or rupture strength values at room

temperature suggest a subdivision of the material into different grades, which have to be

separately assessed. Finally, data from individual materials of a material grade are to be

removed if they are outside the specification accepted. This procedure corresponds to the

pre-assessment points (i) and (ii) of chapter 2.3, Vol 5 
6)

.

2.2 Isothermals of the Individual Materials

For any individual material selected for a material grade and for any test temperature, the time

to specific plastic strain or to rupture data points are plotted into a log  σ0 – log t – diagram.

The scaling of the axes shall assure a good resolution and may not be changed during an

assessment. A creep strength or rupture strength curve (isothermal) is graphically drawn

which equalizes the deviations between the individual data points (Fig. 2). Data points which

are close to a specific strain or near rupture can support the assessment. Further,

comparisons between the creep strength curves and the rupture curve can support the
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assessment and effect small adjustments. Such a "curve family assessment" is characteristic

for the graphical method. It can also be carried out with numerical methods but needs special

programs and additional effort. Moreover, the numerical methods can be too rigid for a

successfull application in all cases 
7)

. However, instead of the graphical determination of the

isothermals a computerized polynomial least squares fit can be applied at that stage of the

assessment if a visual control of the isothermals confirms a good data interpretation. For a

final assessment of property values, the isothermals may not be prolonged by more than a

factor of 3 beyond the longest experimental time.

2.3 Determination of Strength Values of the Individual Materials

From the isothermals of the individual materials (Fig. 2) the values of creep strength or

rupture strength were determined for characteristic time values of ti  = 3·10
3
, 10

4
, 3·10

4
, 10

5

and 3·10
5
 h. These strength values are plotted in a linear or a logarithmic scale against

temperature T for each individual time value (Fig. 3). Further, individual isochronous curves

σ0 k (T) are drawn which equibalance all data points of the correspondent individual materials.

2.4 Average Strength Values from the Individual Materials

From the correlated data points in the σ0(log σ0) - T – diagrams (Fig. 3) for each

characteristic time value ti an arithmetic (or logarithmic) average is determined and an

average isochronous curve σ0*(T) is graphically drawn through the average data points. The

logarithmic average should be prefered because creep rupture stresses  present a standard

distribution in the logarithmic scale rather than in the linear scale.

For each characteristic time value ti , the average curves σ0*(T) and the individual curves

σ0 k(T) are compared to each other and the average curve is adjusted if necessary. This is a

first internal assessment test (IAT  1) which is typical for the graphical method but untypical for

numerical methods, which need post assessment tests after completion of the assessment.

IAT 1 corresponds in some way to PAT 2.2 in Vol. 5. If large deviations appear between the

average curve and the individual curves, the original data are re-examined, wether an

explanation for the deviations can be derived, which influences the average. For acceptable

small deviations, a comparison of average curves for adjacent time values is made (Fig. 4),

which can lead to additional adjustments. This is a second internal assessment test (IAT 2),

which assures continuously spaced isochronals in the stress-temperature-time-space, as is

aimed in another way in PAT 1 of Vol. 5. Finally, the isochronous average points are

retransfered into a log σ0 - log t - diagram and average isothermals are drawn (Fig. 5). The
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resulting average data points are retransfered into Fig. 4. If they do not sufficiently agree to

the original average curves, these data points are retransfered into the diagrams of Fig. 3 and

readjusted considering again the isochronals of the individual materials. This internal

assessment test (IAT  3) corresponds partly to PAT 1 (assuring sound curve families by cross

plotting) and partly to PAT 2.2 comparing individual and average isochronals.

The result is always a data fit σ0*(t,T) based on cross plotted average isochronals and

isothermals which are originally derived from average strength values from the individual

materials.

If the assessment is performed for different strength values, i.e. rupture strength and creep

strength values, the demonstrated assessment steps can be performed in parallel for the

different strength values. The σ0*(T,t)-values of Fig. 4 and 5 can be compared for all plastic

strain values treated and for rupture and if necessary they can be improved. For the first time

this procedure can be performed at the end of point 2.4. Preferably it is perfomed at the end

of point 2.6, as described in chapter 2.6.

2.5 Isothermals from Direct Scatterband Analysis

Besides the use of average stress values from the individual materials, point 2.2 to 2.4, the

graphical method provides a direct scatterband analysis which is based on isothermal data

sets containing each the data from all individual materials. This branch of the assessment is

again performed for the rupture strength and/or for one or more creep strength values. The

time to strain or to rupture data points for all individual materials are plotted for each

temperature in a log σ0 - log t - diagram (Fig. 6). Through the isothermal data points a directly

determined average isothermal σ0 d*(T) is graphically drawn which equibalances the data

points and which, in the case of a final assessment of property values, again may not exceed

the longest experimental time beyond a factor of 3.

For a reduced post assessment test which approximates PAT 3.1 of Vol. 5, each second data

point in the range tmax to tmax/10 is removed (Fig. 7) and from each reduced isothermal data

set a second average isothermal is drawn. From each of these a strength value σ0 d*red is

read of at the smaller value of 300 000 h or 3 · tmax . These strength values are reserved for a

later comparison in point 2.6.

In relation to the isothermals which were directly averaged from the full data set, a

scatterband width of the individual data points is determined which is approximately ±20 % in

the normal case. In a special version of the method the lower scatterband limit is set to -20 %

of the average with the consequence, that the average isothermals may have to be re-
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adjusted. This special version is connected to design rules which suppose the lower

scatterband limit to be situated 20 % below the average. In general, the scatterband width of

rupture data is assumed to be larger than that of the correspondent time to strain data. For

data points outside the scatterband, the test data are re-examined. When an individual

material is characterized by outliers, the data selection process has to be repeated with a

revised input specification, and the assessment has to be repeated. This comparison between

the original data points on the one hand and the directly determined isothermals on the other

hand is a further internal assessment test (IAT 4) which corresponds in some way to PAT 2.1

of Vol. 5.

To avoid unnecessary assessments, the direct scatterband analysis can precede the

assessments of points 2.3 and 2.4, if relatively large deviations are detected during the

assessment of the isothermals of the individual materials according point 2.2.

2.6 Comparison of the Average Strength Values from the Individual Materials and the

Direct Scatterband Analysis

The average values σ0* resulting from point 2.4 are compared to the average values σ0 d*

from point 2.5. This is the internal assessment test IAT 5. If the agreement is unsatisfactory,

the assessment has to be re-examined and the σ0 d*(t,T)-values in Fig. 6 as well as the

σ0*(T,t)-values in Fig. 3 and 4 have to be re-adjusted considering the best possible fit to the

original data points in these Figures. Thereafter the internal assessment test IAT 5 has to be

repeated. If these values and the correspondent curves are in a good agreement, additional

comparisons have to be performed between the average curves of creep strength (if

determined) and rupture strength (Fig. 8), as yet indicated in the end of chapter 2.4. These

curves are judged as a family to avoid them crossing over, or converging in an unrealistic

manner. Also from these comparisons according to the internal assessment test IAT 6 small

adjustments may be derived if necessary. The σ0*(T,t)-values in Fig. 8 have to be adjusted

and to be transfered into Fig. 4 to repeat the IAT's 5 and 6.

Finally the post assessment tests PAT 1 and 2 (chapter 2.4 of Vol. 5) can be applied. This will

need computer based data sets and will not be necessary before the transition time of 5 years

(chapter 1). PAT 3.1 can be applied even now in a specific form by comparing the final

σ0*3·105 T-values from Fig. 4 to the σ0 d*red 3·105 T-values from the time reduced isothermal

data sets (Fig. 7). If the differences at the main temperatures exceed ±10 %, the assessment

has to be repeated. Else, the assessment is finished and the averaged isochronous curves

σ0*(T) deliver the property values of creep strength Rpε  t T or rupture strength Ru t T of the

material grade assessed.
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2.7 Comments on Internal and Post Assessment Tests

As compared to the post assessment tests PAT 2 of Vol. 5, a typical feature of the internal

assessment tests IAT of the graphical method is, that the decisions about "large, small or

medium deviation" and "good or unsufficient agreement" are left to the graphical assessor

who is conscious of the specific scatter of the data to be assessed.

The post assessment tests of Vol. 5 were introduced to evaluate and if necessary to improve

the results of computer supported numerical assessment. These are derived from model

functions which are to a certain degree pure formal. If such model functions are used,  several

decisions are made automatically or are the result of minimum square fits which can only to a

limited degree be mastered in the sense that the most probable long term strength values

result. In these cases post assessment tests clearly are of great value. However, at a

graphical assessment, several internal assessment tests are yet performed during the

assessment itself (Fig. 1) and appropriate adjustments are included in the method itself and

therefore have not to be applied after the final results are submitted to a post assessment

test. Therefore, in the past, experienced graphical assessors did not feel the necessity to

apply the PAT's of Vol. 5 on graphical assessments.

As the physical realism of the predicted isothermal lines is concerned, this is checked during

the graphical assessment. The fit of the isothermals over the data range (PAT 1.1) and no

cross over, come together or turn back (PAT 1.2) is guarantied by the cross plotting and

comparison procedures. The same is valid for a reasonable slope of the isothermals

(n - value). A realistic slope of the isothermals is always to be expected from a graphical

procedure, whereas a computer supported model function can produce erroneous slopes.

Moreover, the graphical method is, as earlier mentioned, the best adapted one to draw

sigmoidal isothermals when this is necessary.

As the effectiveness of model prediction within the range of input data is concerned (PAT  2.1

and 2.2), this is assured in the graphical assessment by the repeated comparisons between

t* - data (average data) and t - data (individual materials experimental data) which are

performed in the internal assessment tests. So the PAT's 2.1 and 2.2 are performed during

the graphical assessment itself. If one of these PAT's is violated the reason is a bad data

situation which can not be improved by another graphical assessment but only by a re-

examination of individual material data, which is part of the graphical method.

As the repeatability and stability of the extrapolations is concerned (PAT 3.1 and 3.2), the

graphical assessment considers the special action of the long term data on the extrapolation

to a much larger degree than is possible with any minimum square fit which has to consider all

data at once over the full time range. Moreover, the cross plotting of isochronous data against
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temperature assures an optimum time temperature correlation which is superior to a formal

time temperature parameter, which has to be invariable over the full data range. Whereas cull

tests make sense for the formal computer based procedures this is not the case for the

graphical assessments. Here the isothermals are determined beginning at the short time end.

When the curves are being continued up to the longer times, the influence of the additional

data points onto the slope of the isothermals is continuously observed which is the actual

sense of a culling technique. So as is indicated in Fig. 9 a cull test is implicitely realized

during the graphical assessment.

However, an important point favours the introduction of the PAT's into the graphical

assessment method. This is the generation of numbers characterizing the quality of the

assessment. It is proposed therefore, that the PAT's 1 and 2 will be introduced into the

graphical assessment method after a transition time of 5 years, i.e. from year 2006. It is

assumed that after that time original data as well as assessment results will be available in

digitalized form. In connection with special programs as DESA-PAT 
8)

, which are going to be

prepared, the application of the PAT's 1 and 2 will be relatively easy then. The full introduction

of the PAT's 3.1 and 3.2 into the graphical method would prohibit the application. The

introduction of the simplified PAT 3.1 into 2.6, Fig. 1 seems to be sufficient.

3. Special Characteristics of the Graphical Multi-Heat-Assessment

A special facility of the graphical method is, that an inhomogeneous heat situation in which a

restricted number of heats presents only short time data or data at a reduced number of

temperatures, can be equibalanced, as demonstrated in Fig. 10. The graphical assessor is

able to prolong the isothermal of material 3 and thus to avoid the "error" of the numerical

procedure to average 3 curves at shorter times and 2 curves at longer times. This situation

which is typical for multi-heat data and can produce serious assessment errors, is not

commented in Vol. 5. With numerical procedures the situation can at best be used to give a

warning 
7)

. Another but difficult and problematic way is to equibalance the data by a data

reduction. Another way is to hope that the situation may be "statistically equibalanced".

However, this has been refuted in 
7)

. So, a main advantage of the graphical assessment as

compared to a numerical assessment is, that an unequibalanced number of individual

materials at different temperatures and time values can be balanced to a certain degree.

Another, yet repeatedly mentioned advantage of the graphical method is, that it is of special

advantage if apparently sigmoidal isothermals curves are to be assessed. With numerical

methods this is possible in principle but very difficult, especially in cases, where the sigmoidal

behaviour does not follow the time temperature parameter used for the assessment.
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Another yet mentioned feature of the graphical method is that the limit of "good agreement" is

not automatically defined by a value like a calculated standard deviation. On the contrary

"good agreement" can be defined by the assessor in dependency of the material, heat and

data situation. This is an advantage for the evaluation of the assessment results which is not

submitted to a inflexible regulation.

A special problem of the graphical assessment method is the high time expenditure which is

necessary. However, this does not need to be a disadvantage because it gives the assessor a

better insight into the data situation. For the future, a computer aided graphical method would

be of interest which releases the assessor from the extensive cross plotting and averaging

work but leaves to him to adapt the curves to the experimental data. However, the

development of such a method is difficult, because interactive procedures have to be realized

on the computer.

4. References

1) Ergebnisse deutscher Zeitstandversuche langer Dauer, Ed.: Verein Deutscher
Eisenhüttenleute in Zusammenarbeit mit der Arbeitsgemeinschaft für warmfeste Stähle
und der Arbeitsgemeinschaft für Hochtemperaturwerkstoffe, 1969, Verlag Stahleisen
mbH, Düsseldorf, Germany.

2) Ergebnisse deutscher Zeitstandversuche langer Dauer  an Stahlgußsorten nach
DIN 17 245 – Warmfester ferritischer Stahlguß – , Ed.: Forschungsvereinigung
Warmfeste Stähle (FVW) und Forschungsvereinigung Verbrennungskraftmaschinen e.V.
(FVV), Bericht FVW/FVV Nr. 1-86, Juli 1986, Düsseldorf, Germany.

3) Ergebnisse deutscher Zeitstandversuche langer Dauer an den hochwarmfesten
Legierungen X 40 CoCrNi 20 20 (Typ S-590) und X 12 CrCoNi 21 20 (Typ N-155), Ed.:
Forschungsvereinigung Hochtemperaturwerkstoffe (FVHT) und Forschungsvereinigung
Verbrennungskraftmaschinen e.V. (FVV), Bericht FVHT/FVV Nr. 2-87, August 1987,
Düsseldorf, Germany

4) Bandel, G. und Gravenhorst, H.: Verhalten warmfester Stähle im Zeitstandversuch bei
500 bis 700 °C, Teil II. Auswertungsverfahren, Archiv Eisenhüttenwes. 28 (1957),
P. 253/258.

5) Bendick, W., Haarmann, K. and Wellnitz, G.: Evaluation of Design Values for Steel P91,
Proc. of ECSC Information Day on the Manufacture and Properties of Steel 91 for the
Power Plant and Process Industries, 5. Nov. 1992, Düsseldorf, Germany.

6) Vol. 5 [Issue 3], Appendix B1, P. B1.8/B1.9 .

7) Granacher, J., Schwienheer, M.: Assessment of Sub-size Creep Rupture Data Sets with
and without Creep Strain Data, Doc. Ref. 0509/WG1/105, 2000.

8) Granacher, J., Möhlig, H.: Manual for Program DESA P for the Post Assessment Tests
on Creep Rupture Data, IfW TUD, to be published.



9

Vol 5 Part I - Appendix D4

Start Data selection acc. to Vol. 5

Isothermals of individual materials k

plot log σ0 – log t for εp , rupture, T1 , T2 ...: Fig. 2, draw isothermals σ0 k(t)

Strength values for individual materials

plot σ0 – T for t1  , t2 ...: Fig. 3, draw individual isochronals σ0 k(T)

Average strength values for t1 , t2 ...: calculate  and draw average isochronals σ0
*(T), Fig. 3
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*(T)
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*(T) for adjacent times, Fig. 4: good agreement?

adjust σ0
*(T)
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*(T) for all t and T after re-transfer into Fig. 4?
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*
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Fig. 1. Flow chart of the graphical averaging and assessment method
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Fig. 3. Scheme of stress against temperature diagrams for

characteristic time values ti = t1  , t2 ...

Fig. 2. Scheme of logarithmic

stress time plot for an

individual material and for

constant temperature T

Fig. 4. Scheme of a stress temperature
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characteristic time values t1 to t5
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Fig. 6. Scheme of a data analysis derived from isothermal scatterbands for

the temperatures T1, T2 , ...

Fig. 7. Scheme of the determination of the strength values σ0
*
red from the

average isothermals of the reduced data sets for the temperatures T1, T2 , ...

Fig. 5. Scheme of a stress time diagram

with average isothermals
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Fig. 8 Scheme of equibalancing rupture strength and creep strength values for

specific times t1, t2, ...
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APPENDIX F

NEW RECOMMENDATIONS FOR
MINIMUM STRESS RUPTURE DATASET SIZE REQUIREMENTS

S R Holdsworth

BACKGROUND AND INTRODUCTION

The following note considers the minimum size requirements for a stress-rupture dataset to be
suitable for the provision of strength values for Design and Product Standards.  This is in
response to a growing concern that existing requirements are rarely met in practice.  In order
to evaluate the situation, the statistics for a number of the large datasets recently assessed by
the European Creep Collaborative Committee (ECCC) have been examined.

The main purpose of the requirements are to ensure that the cast-to-cast (and ideally any alloy
producer) variability in the properties of the alloy under investigation is fully represented, in
particular in the long term regime within which the data has significant influence on strength
values determined as a result of extended extrapolation.

Having determined that existing minimum dataset requirements are generally unsuitable for
randomly generated inhomogeneously distributed stress rupture datasets, alternative
requirements are proposed.

EXISTING DATASET SIZE REQUIREMENTS

Target-minimum

TM1.  Current ECCC guidance for a target-minimum dataset size follows that given in
reference [1], i.e. data are required for:
- ≥6 casts at ≥3 temperatures at intervals of 25-50°C, with
- ≥5 tests per cast per temperature for tu up to ≥40kh or ≥tDes/3 (different σo)

see also Table 1 (column 3, rows 9-12), requirement referred to as 'TM1'

These 'fully-characterised' cast requirements were defined to enable ISO6303-defined
extended-time extrapolations to be adopted, i.e.

Extended time extrapolations are those beyond x3 the test duration exceeded by data points from
5 casts at temperatures within 25oC of that specified

In a specifically designed data collection activity, such a dataset could be established with a
total of 90 tests

TM2.  Recently, a more relaxed target-minimum requirement has been defined in reference
[2], i.e. data are required for:
- ≥6 casts at ≥2 temperature, with
- ≥5 tests per cast per temperature for tu up to ≥35kh or ≥tDes/3  (different σo)

see also Table 1 (column 4, rows 9-12), requirement referred to as 'TM2'

TM3.  A third target-minimum requirement is introduced, i.e. in which data are required for:
- ≥6 casts at ≥1 temperature, with
- ≥5 tests per cast per temperature for tu up to ≥35kh or ≥tDes/3  (different σo)

see also Table 1 (column 5, rows 9-12), requirement referred to as 'TM3'



Interim-minimum

Current ECCC guidance for an interim-minimum dataset size also follows that given in
reference [1].  The same requirement is also specified in reference [2], i.e. data are required
for:
- ≥3 casts at ≥3 temperatures at intervals of 50-100°C, with
- ≥3 tests per cast per temperature for tu up to ≥10kh (different σo)

see also Table 1 (column 2, rows 9-12), requirement referred to as 'Interim'

LARGE DATASET STATISTICS

Table 1 summarises the statistics for 8 large ECCC datasets.  For each of these, the last three
columns list the number of temperatures for which data has been collated, the number of
observations and the maximum test duration.

The first column in Table 1 lists 8 alloys for which creep-rupture datasets have been
assembled for assessment within ECCC.

Columns 2 to 6 contain information relating to the number of casts for which data has been
collected for the 8 alloys.  Columns 2 to 5 respectively give the numbers of casts characterised
according to the 'Interim', TM1, TM2 and TM3 definitions given above.  Column 6 gives the
total number of casts.

Column 2 gives the number of casts which meet the interim-minimum requirements.  For each
material, the number of casts in the dataset meeting the 'Interim' requirements significantly
exceeds the minimum.

Column 3 gives the number of casts which meet the TM1 target-minimum (current ECCC)
requirements.  There is only one material for which there is a sufficient number of 'fully-
characterised' casts in the dataset to meet the TM1 requirement.

Significantly, there are 3 materials with data from over 120 casts and with >>1500 data
points which do not meet the TM1 requirement, i.e. there are insufficient 'fully-characterised'
casts.

Column 4 gives the number of casts which meet the TM2 target-minimum (EN12952)
requirements.  Fifty percent of the datasets meet this requirement.

One of the datasets involving >>120 casts and >>1500 data points does not meet the
TM2 requirement.

Column 5 gives the number of casts which meet the TM3 requirements.  All the large datasets
meet this requirement.

Reducing the number of tests per cast per temperature to '4' from '5' does not significantly
change the picture given by Table 1.

OBSERVATIONS

The three target-minimum options considered in Table 1 are based on a requirement for ≥6
'fully characterised' casts (as defined in columns 3-5 in rows 2-4 of lower part of table).  In
accordance with reference [1], a current ECCC recommendation is that rupture strengths may
be cited without qualification provided they are not the result of extrapolation beyond x3 the



test duration to which there are data points from 5 casts.  With this in mind, it is proposed to
reduce the 'fully characterised' cast number requirement to ≥5.

RECOMMENDATIONS

It is proposed that the original ECCC recommendation concerning the requirements for a
target-minimum dataset (i.e. TM1) continues to be acknowledged as an ideal (Table 2).  A well
organised testing strategy could provide a dataset to meet these requirements with 90 tests.

Failing this, a target-minimum requirement based on TM2 is acceptable (but with ≥5 'fully
characterised' heats), providing there are NOBS ≥300 originating from ≥10 casts at NTEMPS≥5
covering the range TMAIN ±≥50°C (Table 2).

Ideally, there should be data for ≥5 heats at TMAIN, TMAIN+50°C and TMAIN-50°C.

Failing this, a target-minimum requirement based on TM3 is also acceptable (but with ≥5 'fully
characterised' heats), providing there are NOBS ≥500 originating from ≥20 casts at NTEMPS≥5
covering the range TMAIN ±≥50°C (Table 2).
Ideally, there should be data for ≥5 heats at TMAIN, TMAIN+50°C and TMAIN-50°C.

REFERENCES

1 ISO6303, 1981, 'Pressure vessel steels not included in ISO 2604, Parts 1 to 6', International
Standards Organisation.

2 EN12952, 2001, 'Water tube boilers and auxiliary installations - Part 2: Materials for
pressure parts of boilers and accessories', European Standard

SRH/25.7.03

Table 1 Number of Interim-minimum (Interim) and Target-minimum (TM1, TM2 and TM3)
Casts in Large ECCC Datasets

ALLOY N TEMPS N OBS t u,max

Interim TM1 TM2 TM3 Total kh
12MoCrV6-2-2 42 1 6 20 126 9 1912 140
10CrMo9-10 29 16 21 27 98 23 1017 141
X10CrMoVNb9-1 17 - 2 10 141 36 1713 84
X10CrWMoV9-2 10 - - 7 42 19 817 42
X19CrMoVNbN11-1 10 1 5 9 33 6 360 129
X2CrNi18-9 15 2 8 14 96 24 843 111
X10CrNiMoMnNbVB15-10-1 16 2 12 15 198 20 1591 179
X5NiCrAlTi31-20 15 - 2 10 33 12 552 79

No. of characterised casts ≥6 ≥6 ≥6 ≥6
t u,max(T ) ≥10kh ≥40kh ≥35kh ≥35kh
No. of testpieces ≥3 tps ≥5 tps ≥5 tps ≥5 tps
N TEMPS ≥3 ≥3 ≥2 ≥1
ECCC / EN 12952 ECCC ECCC EN

NUMBER OF CASTS



Table 2 Alternative Dataset Size Requirements

INTERIM-MINIMUM TARGET-MINIMUM REQUIREMENTS

REQUIREMENTS Original (TM1) TM2 TM3

For datasets with ≥≥ 300
observations, originating from
≥≥ 10 casts, at ≥≥ 5 temperatures
covering the range TMAIN ±≥≥ 50°C

For datasets with ≥≥ 500
observations, originating from
≥≥ 20 casts, at ≥≥ 5 temperatures
covering the range TMAIN ±≥≥ 50°C

For ≥3 casts, there should be
tu(T,σO) observations from:

For ≥6 casts, there should be
tu(T,σO) observations from:

For ≥5 casts, there should be
tu(T,σO) observations from:

For ≥5 casts, should be tu(T,σO)
observations from:

Ø ≥3 tests at each of ≥3
temperatures, at intervals of
50 to 100°C

- ≥3 tests per temperature
(different σO) with tu,max ≥10kh

Ø ≥5 tests at each of ≥3
temperatures in the design
application range at intervals
of 25 to 50°C

- ≥4 tests per temperature
(different σO) with tu ≤40kh

- ≥1 test per temperature with
tu,max ≥40kh

Ø ≥5 tests at each of ≥2
temperatures in the design
application range at an
interval(s) of 25 to 50°C

- ≥4 tests per temperature
(different σO) with tu ≤35kh

- ≥1 test per temperature with
tu,max ≥35kh

Ø ≥5 tests at ≥1 temperature(s)
in the design application
range (at intervals of 25 to
50°C)

- ≥4 tests per temperature
(different σO) with tu ≤35kh

- ≥1 test per temperature with
tu,max ≥35kh

Predicted strength values
determined from an Interim-
minimum dataset shall be
regarded as tentative until the
data requirements defined in
one of the Target-minimum
columns are obtained
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