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ABSTRACT

ECCC Recommendations Volume 5 Part Ib provides guidance for the assessment of creep
strain and creep strength data sets.  It recognises that it is not practical to recommend a single
model equation or assessment procedure for all materials and data set types, and promotes the
innovative use of post assessment acceptability criteria to independently test the effectiveness
and credibility of creep property predictions.

The guidance is based on the outcome of several work programmes involving the evaluation of a
number of assessment procedures by several analysts using large working data sets.  The
results of these exercises highlight the risk of unacceptable levels of uncertainty in predicted
behaviour without the implementation of well defined assessment strategies including critical
checks during the course of analysis.  The findings of these work programmes are detailed in
appendices to the document.

ECCC Recommendations Volume 5 Part Ib user feedback is encouraged and should be sent to:

Dr S R Holdsworth [ECCC-WG1 Convenor, Document Controller]
ALSTOM Power,
Willans Works, Newbold Road,
Rugby CV21 2NH, UK.
Tel:  +44 1788 531138
Fax: +44 1788 531469
E-mail: stuart.holdsworth@power.alstom.com

ECCC may from time to time re-issue this document in response to new developments.  The
user is advised to consult the Document Controller for confirmation that reference is being made
to the latest issue.

This document shall not be published without the written permission of
the ECCC Management Committee
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1. INTRODUCTION

ECCC Recommendations Volume 5 Part Ib provides guidance for the assessment of creep
strain data.  It covers the analysis of individual ε(t) creep curves and ε(T,σ,t) creep curve
families.1  In addition, it provides guidance for the determination of creep strength values and
their prediction to long times.  Emphasis is placed on pre-assessment and the use of post
assessment acceptability criteria to independently test the effectiveness and credibility of the
main assessment model equation(s) to characterise the creep behaviour of a material with the
available data.

Part Ib originates from the version of Volume 5 Part I issued in 2001 [2a].  Rrference 2a is now
split into three parts covering the assessment of (a) creep-rupture data, (b) creep strain data and
creep strength data, and (c) stress relaxation data.

The current issue of Part Ib is based mainly on existing ECCC recommendations for creep
strength assessment contained in the previous version of Volume 5 Part I [2a].  Work to underpin
recommendations for creep strain data assessment is in progress, and findings from the first
phase of this activity provide the basis of Sect. 2.  The more comprehemsive recommendations
for the assessment of creep strength are contained in Sect. 3.

2. CREEP STRAIN DATA ASSESSMENT

2.1 Overview

Creep strain ε f(t) or εper(t) curves are determined from the results of continuous-measurement
or interrupted tests involving the application of a constant load (or stress) to a uniaxial testpiece
held at constant temperature (Fig. 1).  In continuous-measurement tests, the creep strain, εf, is
monitored without interruption by means of an extensometer attached to the gauge length of the
testpiece.  In interrupted tests, the permanent strain, εper, is measured optically at room
temperature during planned interruptions (εper = εi + εf - εk, Fig. 2).

Depending on the nature of the creep model application, the analysis will be of several ε f(t) or
εper(t) curves determined for a single heat or several heats of the specified material.  The creep
strain curves may have originated from a matrix of t(T,σo) tests for which T and σo are
i) relatively homogeneously distributed or ii) inhomogeneously distributed.  Case i) is the ideal
situation and generally arises within R&D projects or from well co-ordinated data generation
activities.  Case ii) is more typical of large multi-national datasets gathered to produce creep
strength values for standards.  The following recommendations are based mainly on the results
of a creep strain assessment inter-comparison using a case i) dataset (characterised in App.
A1).

There are several model equations available for characterising the primary, secondary and
tertiary creep deformation characteristics of engineering materials, ranging in complexity from
simple-phenomenological to full-constitutive.  A number of these and their range of application
are reviewed in App. B1.  The detailed findings of the creep strain assessment inter-comparison
of the case i) dataset for a 10CrMo9-10 steel are given in App. C1.

2.2 Recommendations for the Assessment of Creep Strain Data

The following recommendations concern determination of the ε(T,σo,t) creep characteristics of a
material from the analysis of a series of individual ε(t) records.  This usually involves fitting a
given model equation (e.g. App. B1) to individual ε(t) test records and then rationalising the fitting
constants as a function of temperature, stress and possibly other variables (e.g. material
pedigree factors) to obtain the parameters for the ε(T,σo,t) master-equation.
                                                
1 For information on ECCC terms and terminology, the reader is referred to reference 1.
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1) The effectiveness of the ε(T,σo,t) master-equation depends on the goodness of fit of the
selected model equation to the individual ε(t) records.  Best results are obtained by
optimising the fitting procedure to suit the characteristics of the selected model equation
and the material under investigation (e.g. independently minimising residual errors during
curve-fitting different sections of the creep curve).

2) Prior to the main-assessment, a pre-assessment should be performed which takes
cognisance  of the guidance given in Sect. 2.3.

3) The determination of ε(T,σo,t) master-equations from multi-cast datastets should
incorporate material characterising parameters in the model equation.

4) The results of the main-assessment should satisfy the requirements of the ECCC CSA
post assessment acceptibility criteria (Sect. 2.4).

2.3 Pre-Assesssment

Pre-assessment should include:

(i) confirmation that the data meet the material pedigree and testing information requirements
recommended in ECCC  Recommendations Volume 3 [4],

(ii) confirmation that the material pedigrees of all casts meet the specification set by the
instigator(s) of the assessment,

(iii) examination of the quality of individual creep test records to confirm that there are sufficient
ε(t) data co-ordinates to fully represent the character of the creep curve

2.4 Post Assessment  Acceptability Criterion

The CSA post assessment acceptability criteria evaluate

- the physical realism of the master-equation
- the effectiveness of the model description within the range of the input data

These are investigated in the following post assessment tests.2

Physical Realism of the Master-Equation

Visually check the credibility of the ε(T,σo,t) master-equation fit to individual ε(t) test records.

Effectiveness of Model Description within Range of Input Data

To assess the effectiveness of the model to represent the behaviour of the complete dataset,
plot predicted time to specific strain versus observed time to specific strain for all input ε(t) data
(e.g. Fig. C6-C13, App. C1).  Diagrams should be prepared for times to a) 0.2% strain, b) 1.0%
strain, and c) a user defined creep strain, if appropriate, to test the model for a specific
application.

The log tpε* versus log tpε diagrams should show:

- the log tpε* = log tpε line (ie. the ideal line),

- the log tpε* = log tpε ± 2.5.s[A-RLT]  = log tpε ± log Z  boundary lines3,4,

                                                
2 The underlying background to the development of the post assessment tests for CSA is given in App. C1
3 s[A-RLT] is the standard deviation of the residual log times for all the data at all temperatures,

ie. s[A-RLT] = √{∑i (log tpε i - log tpε*i)²/(nA - 1)}, where i = 1,2, .... nA, and nA is the total number of data points



AC/MC/36 [Issue 2]
31/07/03

5/5

- the log tpε* = log tpε ± log 2 boundary lines5,and

- the linear mean line fit through the log tpε*,log tpε data points.

and highlight the best tested individual casts.

A perfect prediction of tpε/σ/T by the master-equation is represented by the Z parameter being
equal to zero.  Ideally Z is ≤2,  Z values of >4 are unacceptable, whereas values of ≤3-4 are
marginal and may be regarded as practically acceptable.

3. CREEP STRENGTH DATA  ASSESSMENT

3.1 Overview

In addition to the need for rupture strength values based on large multi-cast, multi-temperature
datasets, there are similar requirements for creep strength values in Product and Design
Standards.  However, unlike the CRDA situation (Part Ia), there are no standardised procedures
specifically for deriving creep strength values.

Existing creep strength data assessment (CSDA) procedures collate the times to accumulate
specific strains from individual creep curves determined for a number of casts, at a range of
stress levels and temperatures.  These data are then used to determine either (i) a set of
individual iso-strain model equations defining the relationship between creep strength,
temperature and time to accumulate the specified strain (analogous to CRDA), or (ii) a self
consistent master equation set relating creep strength, rupture strength, temperature and the
times to a range of creep strains and rupture.  In (ii), the link between creep and rupture
strengths may be based on (a) parametric or (b) constitutive equations.  A number of CSDA
procedures are reviewed in App. B2, and details of the WG1 evaluation of their effectiveness
when applied to a large dataset for N+T 2¼CrMo (App. A2) are contained in App. C2.

The results of the CSDA evaluation show that the level of uncertainty associated with creep
strength predictions is potentially greater than that for rupture strength predictions.  The adoption
of a pre-assessment / repeat main assessment / post assessment test strategy for CSDA is
therefore highly recommended.

3.2 Recommendations for the Assessment of Creep Strength Data

The ECCC-WG1 CSDA evaluation exercises highlighted the risk of unacceptable levels of
uncertainty in predicted strength values without the implementation of certain precautionary
checks during the course of assessment (App. C2).  The findings of these investigations have
led to the following recommendations.

1) At least two CSDAs should be performed by two independent metallurgical specialists
using their favoured proven methodology.

2) At least one of the CSDAs should be performed using a method for which there is an
ECCC procedure document detailed in App. D.  These are referred to as ECCC-CSDAs 6.

3) Prior to the main-assessment of the CSDA, a pre-assessment should be performed which
takes cognisance of the guidance given in Sect. 3.3.

                                                                                                                                                            
4 for a normal error distribution, almost 99% of the data points would be expected to lie within

log tpε* = log tpε ± 2.5.s[A-RLT]  boundary lines
5 ie. the tpε* = 2.tpε and tpε* = 0.5.tpε boundary lines
6 An ECCC-CSDA is one for which there is a comprehensive procedure document, approved by ECCC-

WG1 and included in App. D.
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4) The results of the main-assessment of the CSDA should satisfy the requirements of the
ECCC post assessment acceptability criteria (Sect. 3.4).

5) The results of the two CDSAs should predict Rpε/100kh/T
7
 strength levels to within 20% at

Tmin[10%], Tmain and Tmax[10%].  Rpε/300kh/T strength levels should be predicted to within 30%
at the same temperatures.8

If the maximum test duration is less than 100,000h, the predicted strength comparisons
should be made for test durations of tpε[max]  and 3.tpε[max].

6) If the results of the two CSDAs meet the requirements defined in 5) and only one is an
ECCC-CSDA, the results of the ECCC-CSDA should be adopted.  If both assessments
have been performed according to ECCC-CSDA procedures, the results of the ECCC-
CSDA giving the minimum Rpε/100kh strength values at Tmain should be adopted, unless
ECCC-WG3x agree otherwise.

An important deliverable from each individual assessment is a master equation defining
time as a function of stress and temperature.  Consequently, the results from only one
ECCC-CSDA should be adopted to construct the final table of strength values.

7) If the results of the two CSDAs do not meet the requirements of 5), up to two repeat
independent CSDAs should be performed until the defined conditions are satisfied.
However, repeat assessment should be unnecessary if the material has been sensibly
specified and pre-assessment has confirmed that (i) all casts making up the dataset
conform to the specification, (ii) the distribution of the data is not impractical for the
purpose, and (iii) there are no sub-populations which may influence the uncertainty of the
analysis result.  It is therefore strongly recommended that these aspects are considered
by ECCC-WG3.x prior to repeat assessment.

8) The results of all assessments should be reported according to the prescribed ECCC
format (App. E1, a CRDA check list file is contained on the Volumes CD).

A copy of the reporting package should be sent to the ECCC-WG1 Convenor to provide
the working group with essential feedback on the effectiveness of their recommendations.

9) During subsequent use of the master equation derived from the CSDA, strength
predictions based on extended time extrapolations and extended stress extrapolations as
defined by [3]9 must be identified.

Quantification of the uncertainties associated with extrapolated strength values and those
involving extended extrapolations should be a goal for the future.

                                                
7 In the text, only the subscript reference for total plastic strain is used (eg. Rpε/t/T).  This is primarily for

brevity, but also because the validation work reported in App.C2 was on the results from interrupted strain
measurement tests. Analysts working with creep-strain rather than total-plastic-strain data should
acknowledge this when reporting their results and use the appropriate terminology to avoid any
misunderstandings (eg. Rfε/t/T rather than Rpε/t/T).

8 Tmin[10%] and Tmax[10%] refer to the minimum and maximum temperatures at which there are greater than
10% data points.  Tmain is the temperature with the highest number of data points.

9 According to [3], extended time extrapolations are those beyond x3 the test duration exceeded by data
points from 5 casts at temperatures within 25°C of that specified.  Results from tests in progress may be
included when above the -20% scatterband limit at the appropriate duration.  Extended time
extrapolations are not permitted at temperatures which do not meet this criterion.
Extended stress extrapolations are those in the ranges (0.9.σo[min] - σo[min]) and (1.1.σo[max] - σo[max]), where
σo[min] and σo[max] are the minimum and maximum stress value used in the derivation of the master curve.



AC/MC/36 [Issue 2]
31/07/03

7/7

10) The reliability of CSDA predictions is dependent on both the quality and quantity of the data
available for the analysis.  Interim-minimum and target-minimum dataset sizes for the
determination of creep rupture strength values for standards are recommended in Table 2.

11) To improve the reliability of CSDA predictions in the future, greater emphasis should be
placed on the generation of homogeneously distributed datasets during the planning of
creep testing programmes, in particular those activities forming part of large collaborative
actions.

12) The use of post service exposure test data for the derivation of design strength values is
not recommended.

13) The level of uncertainty in the predicted creep strength values determined from CSDAs will
be reduced by using creep test records with an adequate frequency of observations (Table
6, App. 1 [4]).

14) The method of determining tpε (tfε) data should be reported.

15) Ru/t/T strength values determined as part of a CSDA should only be used as a means of
generating Rpε/t/T predictions which are consistent with the rupture data.  Ru/t/T values to be
reported outside WG3x should be determined independently of any creep strength data, by
CRDA, to minimise uncertainty.

The creep strength data assessment philosophy presented in this section is summarised in Fig.
3.

3.3 Pre-Assessment

Pre-assessment is an important step in the analysis of creep strength data.  It involves
(a) characterisation of the data in terms of its pedigree, distribution and scatter (random and
systematic), and (b) data re-organisation (if deemed necessary by the findings of (a)).  In certain
CSDAs it includes pre-conditioning/data reduction as routine (eg. App. D1).  However, since
such steps are method dependent, they are not considered further as part of this section.  An
important by-product from pre-assessment data distribution analyses is information which could
be influential in the planning of future creep testing programmes10.

The precise boundary between the end of pre-assessment and the start of the main-
assessment may be unclear and in certain CSDAs, the final assessment is only performed after
a number of iterative steps back into pre-assessment.  At least one analysis is usual as part of
pre-assessment, in order to characterise the trends and scatter in the data.

Pre-assessment should include:

(i) confirmation that the data meet the material pedigree and testing information requirements
recommended in ECCC  Recommendations Volume 3 [4],

(ii) confirmation that the material pedigrees of all casts meet the specification set by the
instigator(s) of the assessment,

(iii) an evaluation of the distribution of data points with respect to temperature and time (eg.
Table A2.1); identifying tpε[max], σo[min], and the temperatures for which there are (a) ≥5%
test data (T[5%]) and (b) ≥10% test data (T[10%]),

                                                
10 For example, gaps in the data at critical positions in the dataset.
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[The T[5%]  and T[10%]  information is needed for the identification of best-tested casts in (iv) and to
perform the post assessment tests (Sect. 3.4).  Checks for duplicate entries in the dataset should
be made at this stage.]

It is acceptable to consider data for temperatures within ±2°C of principal test
temperatures to be part of the dataset for that principal test temperature (e.g. test data
available for 566°C may be considered together with data for 565°C).

(iv) an analysis of the distribution of casts at each temperature, specifically identifying (a) the
main cast, ie. the cast having the most data points at the most temperatures, and (b) the
best-tested casts11,

[The best-tested cast information is required to perform the post assessment tests (eg. PAT 2.2,
Sect. 3.4)]

(v) a visual examination of isothermal log σo versus log tpε plots (containing broken and
unbroken data points) and a first assessment to characterise the trends and scatter in the
data,

[The first assessment will indicate the presence of metallurgical instabilities, and thereby allow the
analyst to take the necessary steps to account for these in the main-assessment.  It will also identify
excessive scatter, a useful indicator being the presence of data points outside the isothermal
mean ±20% lines.  Excessive scatter may be due to individual outliers or sub-populations resulting
from systematic variations, eg. chemical composition, product form.  The cause(s) of excessive
scatter should be identified]

(vi) a re-organisation of the data, if the results of the first assessment identify the need.

[As an example, analysis of variance may indicate that there is a product form related sub-population
in the data-set.  One solution would be to make the material specification more specific in terms of
product form, with the consequence that certain data would have to be removed from the original data
set]

The reason(s) for excluding any individual data points which are acceptable in terms of (i) and (ii)
above, should be fully documented.  In practice, it should not usually be necessary to remove
data meeting the requirements of ECCC Recommendations Volume 3, providing the material
specification is realistic.

3.4 Post Assessment Acceptability Criteria

The CSDA post assessment acceptability criteria fall into three main categories, evaluating:

- the physical realism of the predicted isothermal lines,
- the effectiveness of the model prediction within the range of the input data, and
- the repeatability and stability of the extrapolations12.

These are investigated in the following post assessment tests13.

                                                
11 As a guide, best-tested casts are those for which there are ≥5 broken testpiece data points at each of at

least three T[5%] temperatures (with ≥2/temperature having rupture durations >10,000h).  A cast which just
fails to meet this criterion, may still be regarded as a best-tested cast if there are ≥16 broken testpiece
data points total (eg. Tables A2b-5b).  For practical reasons, it is recommended that a maximum of 10
best tested casts are selected.

12 The underlying background to the development of the post assessment tests for CRDA and CSDA is
given in Apps. C1,C2

13 The post assessment tests may be conveniently performed in a spreadsheet such as Excel.
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Except where indicated, the PATs are equally applicable to the results of CSDAs (Table 1).
Hence, when applying to the output from a CSDA, the user should also perform the tests on the
σo,tpε,tpε* data for which specific Rpε/t/T strength values are required.

Physical Realism of Predicted Isothermal Lines

PAT-1.1 Visually check the credibility of the fit of the isothermal log σo versus log tpε* lines to
the individual log σo,log tpε data points over the range of the data (eg. Fig. C1.2.1).

[σo is the initial applied stress, tpε is the observed time to rupture (specified total plastic strain)
and tpε* is predicted time to specified total plastic strain1]

PAT-1.2 Produce isothermal curves of log σo versus log tpε* at 25°C intervals from 25°C
below the minimum test temperature, to 25°C above the maximum application
temperature14 (eg. Fig. C1.2.2a).

For times between 10 and 10.tpε[max] for CSDA and stresses ≥0.8.σo[min], predicted
isothermal lines must not (a) cross-over, (b) come-together, or (c) turn-back.

[σo[min] is the lowest stress to rupture (or specified total plastic strain) in the assessed data
set]

PAT-1.3 Plot the derivative ∂ log tpε*/∂ log σo as a function of log σo with respect to
temperature to show whether the predicted isothermal lines fall away too quickly at
low stresses (ie. σo ≥0.8 σo[min]) (eg. Fig. C1.2.2b).

The values of -∂ log tpε*/∂ log σo, ie. npε  in tpε* ∝ σo
npε, should not be ≤1.5.

It is permissible for npε to enter the range 1.0-1.5 if the assessor can demonstrate
that this trend is due to the material exhibiting either sigmoidal behaviour or a creep
mechanism for which n = 1, e.g. diffusional flow.

PAT-1.4 PAT-1.4 relates specifically to creep strength data assessments (CSDAs), the
objective being to ensure consistency between specific creep strength and rupture
strength predictions.

Plot Rpε/t/T versus Ru/t/T  for each specified Rpε/t/T strength level for tpε out to
3.tpε[max], for Tmax[10%], Tmain and Tmin[10%].  Construct a best fit quadratic line (with
intercept equal to zero) through the data for each Rpε strength level.

Individual Rpε/t/T versus Ru/t/T  lines should have a correlation coefficient of R2 ≥0.98
and lie as a consistent family of curves (e.g. Fig. C2.3).

Effectiveness of Model Prediction within Range of Input Data

PAT-2.1 To assess the effectiveness of the model to represent the behaviour of the complete
dataset, plot predicted time versus observed time for all input data (eg. Fig. C1.2.4).

The log tpε* versus log tpε diagram should show:

- the log tpε* = log tpε line (ie. the ideal line),

- the log tpε* = log tpε ± 2.5.s[A-RLT]  boundary lines3,4,

- the log tpε* = log tpε ± log 2 boundary lines5,and

                                                
14 The maximum temperature for which predicted strength values are required
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- the linear mean line fit through the log tpε*,log tpε data points between tpε = 100h
and tpε = 3.tpε [max].

The model equation should be re-assessed:

(a) if more than 3% of the log tpε*,log tpε data points fall outside one of the
±2.5 s[A-RLT]  boundary lines,15

(b) if the slope of the mean line is less than 0.78 or greater than 1.2216, and

(c) if the mean line is not contained within the ±log 2 boundary lines between
tpε = 100h and tpε = 3.tpε [max].17

It may also be informative to plot standardised residual log times for all input data (ie.
A-SRLTs18) as a function of (i) log tpε, (ii) log tpε*, (iii) temperature and (iv) log σo (eg.
Fig. C1.2.3).

PAT-2.2 To assess the effectiveness of the model to represent the behaviour of individual
casts, plot at temperatures for which there are ≥10% data points (at least at
Tmin[10%], Tmain and Tmax[10%]):

(i) log σo versus log tpε with log σo versus log tpε*, and

(ii) log tpε* versus log tpε, with:

- the log tpε* = log tpε line (ie. the ideal line),

- the log tpε* = log tpε ± 2.5.s[I-RLT]  boundary lines19

- the log tpε* = log tpε ± log 2 boundary linesError! Bookmark not defined.,and

- the linear mean line fit through the log tpε*,log tpε data points between
tpε[max]/T/1000 and tpε[max]/T. 

and identify the best-tested individual cast(s)20 (eg. Figs. C1.2.5, C1.2.6).

(a) Log tpε* versus log tpε plots for individual casts should have slopes close to unity
and be contained within the ±2.5.s[I-RLT]  boundary lines.  The pedigree of casts
with ∂(log tpε*)/∂(log tpε) slopes ≤0.5 or ≥1.5 and/or which have a significant

                                                
15 Experience suggests that the ±2.5.s[A-RLT]  boundary lines typically intersect the tu=100h grid line at

tu*≤1,000h and tu*≥10h respectively (App. C1 in Part Ia).  The explanation for those which do not is either
an imbalance in the model fit (and hence the PAT-2.1a criteria) or excessive variability in the dataset (e.g.
as in the Type 304 18Cr11Ni working dataset, Fig. C1.4.3 in Part Ia).  In the latter case, consideration
should be given to the scope of the material specification (in conjunction with the assessment instigator,
eg WG3x).  It is recommended that the same criterion is adopted for CSDA.

16 If the requirements of PAT-2.1b and PAT-2.2b are not satisified at only 1 of the 3 temperatures, it is
permissible to repeat the test, determining the mean line slope through those data points between
tu=tu[max]/100 and tu=tu[max].  This option is only potentially useful when tu[max] is of the order of >100,000h.
The same practice may also be useful for CSDA.

17 Ideally, the mean line will lie within the ±log 2 boundary lines at tpε = 3.tpε[max].
18 A-SRLT is residual log time (log tpε - log tpε*) divided by the standard deviation for all residuals at all

temperatures, ie. A-SRLT = {(log tpε - log tpε*)}/s[A-RLT]

19 s[I-RLT] is the standard deviation for the nI residual log times at the temperature of interest,
i.e. s[I-RLT] = √{∑j (log tpε j - log tpε*j)²/(nI  - 1)}, where j = 1,2, .... nI.

20 The best-tested casts are identified as part of pre-assessment, eg. Tables A2b-A5b (see Sect. 3.3(iv)).
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number of log tpε*,log tpε data points outside the ±2.5.s[I-RLT] boundary lines
should be re-investigated.

If the material and testing pedigrees of the data satisfy the requirements of reference
4 and the specification set by the assessment instigator (eg. WG3.x)  [as
recommended in Sects. 3.3(i),(ii)], the assessor should first consider with the
instigator whether the scope of the alloy specification is too wide.  If there is no
metallurgical justification for modifying the alloy specification, the effectiveness of the
model to predict individual cast behaviour should be questioned.

The distribution of log tpε*,log tpε data points about the log tpε* = log tpε line reflects
the homogeneity of the dataset and the effectiveness of the predictive capability of
the model (eg. Figs. C1.2.6).  Non-uniform distributions at key temperatures should
be taken as a strong indication that the model does not effectively represent the
specified material within the range of the data, in particular at longer times.

The model equation should be re-evaluated if at any temperature:

(b) the slope of the mean line through the isothermal log tpε*,log tpε data points is
less than 0.78 or greater than 1.2216, and

(c) the mean line is not contained within the ±log 2 boundary lines between
tpε[max]/T/1000 and tpε[max]/T

17.

Repeatability and Stability of Extrapolations

PAT-3.1 and PAT-3.2 represent the most practical solution to the problem of evaluating the
reliability of assessed strength values predicted by extrapolation.  In reality, the only sure way to
check extrapolation reliability is to perform long term tests.  The culling tests simulate this
situation by removing information from the long term data regime and checking extrapolation
reliability and stability by re-assessment of the reduced data sets.

PAT-3.1 Randomly cull 50% of data between tpε[max]/10 and tpε[max] and repeat the
assessment to check the repeatability of the extrapolation to variations in the data set
(eg. Fig. C1.2.7).

If the CSDA Rpε/300kh) strength predictions determined at Tmin[10%], Tmain and
Tmax[10%]  are not reproduced to within 10%, PAT-3.1 may be repeated.  However, if
the acceptability criterion is not met after the second cull, the main assessment
should be repeated using a different model equation or procedure.

If the maximum test duration is less than 100,000h, the predicted strength
comparison should be made for a test duration of 3.tpε[max], i.e. with Rpε/3.tpε[max]
strength values.

PAT-3.2 Cull 10% of the data set by removing the lowest stress data points from each of the
main test temperatures (ie. 10% from each) and repeat the assessment to check the
sensitivity and stability of the extrapolation procedure (eg. Fig. C1.2.7).

If the CSDA Rpε/300kh strength predictions determined at Tmin[10%], Tmain and Tmax[10%]
are not reproduced to within 10%, the main assessment should be repeated using a
different model or procedure.

If the maximum test duration is less than 100,000h, the predicted strength
comparison should be made for a test duration of 3.tpε[max] (ie. with Rpε/3.tpε[max]
strength values).



AC/MC/36 [Issue 2]
31/07/03

12/12

Meeting the requirements of PAT-3.2 is not mandatory in circumstances where it can
be shown that the material is metallurgically unstable and that the removal of low
stress values at temperatures up to 50°C above the maximum application
temperature14 prevent this mechanism change from being represented by the
reduced dataset.

The post assessment acceptability criteria to be satisfied for creep rupture and creep strength
data assessment are compared in Table 1.

4. SUMMARY

ECCC-WG1 Volume 5 Part IIb provides guidance for the assessment of creep rupture data sets.
The principal aim is to minimise the uncertainty associated with strength predictions by
recommending pre-assessment, the implementation of post assessment acceptability criteria,
the use of well documented CSDA procedures and the performance of duplicate assessments.

Implementation of the ECCC recommendations require significant additional effort on completion
of the first main assessment.  However, this is regarded as entirely justified by the demonstrated
reduction in the level of uncertainty associated with predicted strength values, in particular those
involving extrapolation beyond the range of the available experimental data.

Quantification of the uncertainties associated with extrapolated strength values and those
involving extended extrapolations should be a goal for the future.

5. REFERENCES

1 ECCC Recommendations Volume 2 Part I, 2001, 'General terms and terminology and items
specific to parent material', ECCC Document 5524/MC/23 [Issue 7], eds: Morris, P.F. &
Orr, J., May-2001.

2 ECCC Recommendations Volume 5, 2001, 'Guidance for the assessment of creep rupture,
creep strain and stress relaxation data', ed. Holdsworth, S.R. & Merckling, G., publ. ERA
Technology Ltd, Leatherhead, (a) Part I 'Generic recommendations and guidance for full-size
datasets', (b) Part IIa 'Recommendations for the assessment of sub-size creep-rupture data',
(c) Part IIb 'Recommendations for the assessment of weld creep-rupture datasets', (d) Part III
'Recommendations for the assessment of post exposure (ex-service) creep data'.

3 PD6525:Part 1:1990; 'Elevated temperature properties for steels for pressure purposes;
Part 1 - Stress rupture properties', [Issue 2], Feb-1994.

4 ECCC Recommendations Volume 3 Part I, 2001, 'Data acceptability criteria and data
generation: Generic recommendations for creep, creep-rupture, stress-rupture and stress
relaxation data', ECCC Document 5524/MC/30 [Issue 5], eds: Granacher, J. &
Holdsworth, S.R., May-2001.
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Table 1  Summary of Post Assessment Acceptability Criteria to be Satisfied for Creep Strength and Creep Rupture Data Assessment

CRDA CSDA
Physical Realism
PAT-1.1 • visual confirmation of acceptability of isothermal assessed line fits to

experimental log σo vs log tu data
• visual confirmation of acceptability of isothermal assessed line fits to

experimental log σo vs log tpε data
PAT-1.2 • no (a) cross-over, (b) convergence, (c) turn-back between

10 < tu < 106h and σ ≥ 0.8.σo[min]

• no (a) cross-over, (b) convergence, (c) turn-back between
 10h < tpε < 10 tpε[max]  and σ ≥ 0.8.σo[min]

PAT-1.3 • -∂(log tu)/∂(log σo) ≥ 1.5 • -∂(log tpε)/∂(log σo) ≥ 1.5
PAT-1.4 • not applicable • confirmation of self consistency of Rpε/t/T versus Ru/t/T plots
Effectiveness of Model Prediction within Range of Input Data [Total]
PAT-2.1(a) • ≤1.5% data points fall outside a log tu* = log tu ± 2.5.s[A-RLT] boundary

line in total-data log tu* vs log tu diagram
• ≤3.0% data points fall outside a log tpε* = log tpε ± 2.5.s[A-RLT] boundary

line in total-data log tpε* vs log tpε diagram
PAT-2.1(b) • slope of mean log tu* vs log tu line is between 0.78 and 1.22 • slope of mean log tpε* vs log tpε line is between 0.78 and 1.22
PAT-2.1(c) • mean log tu* vs log tu  line is contained within log tu* = log tu ± log 2

lines for 102 ≤ tu ≤ 105h
• mean log tpε* vs log tpε  line is within log tpε* = log tpε ± log 2 lines for

0.001.tpε[max]/T ≤ t ≤ tpε[max]/T

Effectiveness of Model Prediction within Range of Input Data [Isothermal]
PAT-2.2(a) • in isothermal log tu* vs log tu diagrams for Tmax, Tmain and Tmin, individual-

cast mean lines have slopes close to unity and data points contained
within log tu* = log tu ± 2.5.s[I-RLT] boundary lines

• in isothermal log tpε* vs log tpε diagrams for Tmax, Tmain and Tmin,
individual-cast mean lines have slopes close to unity and data points
contained within log tpε* = log tpε ± 2.5.s[I-RLT] boundary lines

PAT-2.2(b) • slope of isothermal mean log tu* vs log tu line is between 0.78 and 1.22 • slope of isothermal mean log tpε* vs log tpε line is between 0.78 and
1.22

PAT-2.2(c) • mean log tu* vs log tu  line is contained within log tu* = log tu ± log 2
lines for 102 ≤ tu ≤ 105h

• mean log tu* vs log tu  line is contained within log tu* = log tu ± log 2
lines for 0.001 tpε[max]/T ≤ t ≤ tpε[max]/T

Repeatability and Stability of Extrapolations
PAT-3.1 • Ru/300kh/T values for Tmax, Tmain and Tmin, before and after random cull of

50% data points between 0.1.tu[max] and tu[max], are within 10%
• Rpε/300kh/T values for Tmax, Tmain and Tmin, before and after random cull of

50% data points between 0.1.tu[max] and tu[max], are within 10%
PAT-3.2 • Ru/300kh/T values for Tmax, Tmain and Tmin, before and after 10% lowest

stress data point cull at all temperatures, are within 10%
• Rpε/300kh/T values for Tmax, Tmain and Tmin, before and after 10% lowest

stress data point cull at all temperatures, are within 10%

'pε' subscripts (denoting plastic strain) may be substituted by
'fε' subscripts (denoting creep strain) as appropriate

see Sect. 3.4 for details
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             * an ECCC-CSDA is one for which there is a procedure document (App.D)
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Fig. 3 ECCC recommended creep strength data assessment procedure
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APPENDIX A1

WORKING DATASET FOR WG1 CREEP STRAIN ASSESSMENT METHOD EVALUATION

S R Holdsworth

The tu(T,σo) distribution characteristics of a single cast creep strain dataset for N+T
10CrMo9-10 are shown in Table A1.  The constant stress dataset extends to only relatively
short rupture durations (<3kh), but is homogeneously distributed as a function of temperature
and stress.

There is a full εf(t) creep strain record for each of the 30 tests identified in Table A1.

Table A1 Distribution of Creep-Rupture Data for N+T 10CrMo9-10 as a function of
Temperature and Stress

TEMP, oC 510 540 565 580 600
STRESS

MPa
280 E34 (137)
270 E29 (316)
260 E27 (275)
250 E33 (56)
240 E12 (577) E28 (87)
220 E17 (2112) E24 (291) E1 (37)
205 E8 (2952) E13 (495)
200 E31 (714) E5 (129)
190 E35 (69)
180 E7 (1586) E2 (301)
175 E11 (435) E26 (73) E36 (69)
160 E10 (824) E14 (246) E19 (129)
155 E32 (480)
145 E4 (1895) E6 (881) E18 (367)
140 E15 (319)
135 E20 (2327)
130 E21 (551)
120 E9 (654)

IDENTIFICATION  (TIME TO RUPTURE, h)

Constant stress tests
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APPENDIX A2

WORKING DATA SET FOR WG1 CSDA METHOD EVALUATION

S R Holdsworth [ALSTOM Power]

The guidelines given in the main text of ECCC-WG1 Volume 5 for the assessment of creep
strength data (CSDA) are based on the comprehensive evaluation of a large multi-cast, multi-
temperature working data set for normalised and tempered 2¼CrMo collated by IfW TH
Darmstadt.  The information supplied had already formed the basis of an extensive assessment
activity [A2.1].

The data set comprises interrupted strain measurement (ISM) results from 217 tests performed
at temperatures in the range 450 to 600°C.  It includes data from 8 casts having compositions
consistent with the specification defined for the N+T 2¼CrMo steel in Table A1.1 (App.A1).

The scope of the data is summarised in Tables A2.1.  The tests are distributed in a balanced
way across the temperature range, with >5% data at each of the six test temperatures and
>10% data points at four test temperatures. Maximum rupture times extend out to almost
200,000h, with the majority of tests (74%) having durations of >10,000h.  As a consequence,
most of the t1%

  data are for times of >10,000h and most of the t0.2% data are for times of
>1,000h (Table A2.1a).

The number of tests per cast are summarised in Table A2.2.  The dominant cast, D7ZT, has
been tested at every temperature with a total of 85 tests.

Reference

A2.1 K H Kloos, J Granacher & M Oehl; "Beschreibung des Zeitdehnverhaltens warmfester
Stähle - Teil 1: Kriechgleichungen für Einzelwerkstoffe - Teil 2: Kriechgleichungen für die
Stahlsorten 10 CrMo 9 10 und X20(22) CrMoV 12 1", Mat. -wiss. u. Werkstofftech, 1993,
24, 287-295 (Teil 1), 331-338 (Teil 2).
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APPENDIX B1

REVIEW OF CREEP STRAIN EQUATIONS

S R Holdsworth & M Schwienheer

A first WG1 evaluation of creep strain analysis methods involved a review and examination
of model equations in common use for representing creep deformation data and an
assessment of their effectiveness for various materials and practical applications.

Creep strain εf(t) or εper(t) curves are determined from the results of continuous-measurement
or interrupted tests involving the application of a constant load (or stress) to a uniaxial
testpiece held at constant temperature (Fig. B 1).  In continuous-measurement tests, the
creep strain, εf , is monitored without interruption by means of an extensometer attached to
the gauge length of the testpiece.  In interrupted tests, the permanent strain, εper, is
measured optically at room temperature during planned interruptions (εper = εi + εf - εk, Fig. B
2).

It is recognised that many different model equations are used to represent creep strain
behaviour, ranging from simple-phenomenological to complex-constitutive.  A number of
model equations commonly used to represent creep strain development in engineering steels
are listed at the end of this appendix.  The listing is not exhaustive and simply reflects those
expressions most commonly used by organisations currently active in ECCC.  Similar creep
model equation forms are grouped together in Table1.  For example, the Garofalo, BJF and
Theta expressions (Eqns. v)-ix)) share a similar representation of primary creep.

Certain expressions are likely to be better suited for specific materials and analytical
applications.  For example, the overall primary (P), secondary (S) and tertiary (T) creep strain
characteristics of a particular steel (Fig. B 1) may not be acceptably modelled by certain
creep equation forms.  Moreover, some practical applications only require a knowledge of
primary low strain creep behaviour whereas others need a representation of the full creep
curve.

REFERENCES

1 Norton, F.N., 1929, The Creep of Steel at High Temperature, McGraw-Hill.
2 RCC-MR, 1985, Design and Construction Rules for Mechanical Components  of FBR

Nuclear Islands, AFCEN, Paris.
3 Bartsch, H., 1995, 'A new creep equation for ferritic and martensitic steels' Steel

Research, 66(9), 384-388.
4 Garofalo, F., 1965, Fundamentals of Creep and Creep Rupture in Metals, MacMillan,

New York.
5 Granacher, J., Möhlig, H., Schwienheer, M. &  Berger, C., 2001, 'Creep equation for high

temperature materials', Proc. 7th Intern. Conf. on Creep and Fatigue at Elevated
Temperatures (Creep 7), 3-8/6/01, NRIM, Tsukuba, 609-616.

6 Jones, D.I.G. & Bagley, D.L., 1996, 'A renewal theory of high temperature creep and
inelasticity', Proc. Conf. on Creep and Fracture: Design and Life Assessment at High
Temperature, London, 15-17/4/96, MEP, 1996, 81-90.

7 Evans, R.W. & Wilshire, B., 1985, Creep of Metals and Alloys, Inst. Metals.
8 Graham, A. & Walles, K.F.A., 1955, 'Relationships between long- and short-time creep

and tensile properties of a commercial alloy', JISI, 179, 105-120.
9 Kachanov, L.M., 1986, Introduction to Continuum Damage Mechanics, Martinus Nijhoff

Publ..
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of a cracked dissimilar metal weld vessel test', Proc. 2nd Intern. Conf. on Integrity of High
temperature Welds, London, 10-12/11/03.

11 Dyson, B.F. & McClean, M., 1998, 'Microstructural evolution and its effects on the creep
performance of high temperature alloys', Microstructural Stability of Creep Resistant
Alloys for High Temperature Applications, A. Strang et al. eds., 371-393.

12 Creep of Steels Working Party, 1983, High Temperature Design Data for Ferritic Pressure
Vessel Steels, Inst. Mech.Eng., London.

13 Bolton, J., 1994, 'Design considerations for high temperature bolting', Proc. Conf. on
Performance of Bolting Materials in High Temperature Plant Applications, York, 16-
17/6/94, Strang, A. ed., 1-14.

14 Prager, M., 1995, 'Development of the MPC Omega method for life assessment in the
creep range', ASME J. Pressure Vessel Technology, 117, May, 95-103.

Table 1 Range of Application of Reviewed Creep Equations

MODEL EQN RANGE OF APPLICATION

EQUATION REF REGIME MATERIALS

Norton [1] i) S low/high alloy ferritic & austenitic steels, Ni-base
alloys, non-ferrous alloys

Mod-Norton ii) S Ni-base alloys
Norton-Bailey iii) P/S low/high alloy ferritic & austenitc steels
RCC-MR [2] iv) P/S low alloy ferritic steels & austentic steels
Bartsch [3] v) P/S low/high alloy ferritic, austenitic steels
Garofalo [4] vi) P/S low/high alloy ferritic & austenitic steels, Ni-base

alloys, non-ferrous alloys
Mod-Garofalo [5] vii) P/S/T low/high alloy ferritic steels, Ni-base alloys
BJF [6] viii) P/S high alloy ferritic steels
Theta [7] ix) P/S/T low/high alloy ferritic & austenitic steels, Ni-base

alloys, non-ferrous alloys
Mod-Theta x) P/S/T low/high alloy ferritic, austenitic steels, Al-alloys,

Al-matrix composites
Graham-Walles [8] xi) P/S/T to be advised
Classical strain
hardening

xii) S/T to be advised

Rabotnov-Kachanov
[9]

xiii) P/S/T low alloy ferritic steels

Baker-Cane [10] xiv) P/S/T low alloy ferritic steels
Dyson-McLean  [11] xv) P/S/T low alloy ferritic steels, Ni-base alloys
I.Mech.E [12] xvi) P/S CMn, low/high alloy ferritic & austenitic steels
Bolton [13] xvii) P/S/T low/high alloy ferritic & austenitic steels
Omega [14] xviii) S/T low/high alloy ferritic steels
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CREEP STRAIN EQUATIONS

i) Norton [1] ( ) nTRQa σε ..exp.1minf , =&

ii) Modified Norton
( ) ( ) nn TRQcTRQb σσε ..exp...exp. C1B1minf , +=&

iii) Norton-Bailey pn td ..1f σε =

iv) RCC-MR [2] 21..1f
Cn tC σε = f ptt ≤

( )f pf p1f ...100.. 21 ttCtC nCn −+= σσε f ptt >
where C, C1, C2, n, n1 = f(T) and tf p = f(σ,T)

v) Bartsch [3] ( ) ( ) ( ) ( )tbTRQetbTRQe p ..exp...exp...exp...exp. 222111f σσσσε +=

vi) Garofalo [4] ( )[ ] ttb ..exp1. minf ,1tf εεε &+−−=

vii) Modified Garofalo [5]
( )( )[ ] ( )fu ttctttD 2323minf ,12maxf1,f ...exp1. ++−−= εεε &

or ( )( )[ ] ( )fu
i ttctttD 2323minf ,12maxf1,per ...exp1. ++−−+= εεεε &

viii) BJF [6] ( )[ ] tntn .exp1. 21f +−−= βε

where   ( ) ( )TRQAt n .exp.1 −= σ

ix) Theta [7] ( )[ ] ( )[ ]1.exp..-exp1. 4321f −+−= tt θθθθε

where   ( ) TdcTba iiiii ....log σσθ +++=

x) Modified Theta ( )[ ] ( )[ ]1.exp...-exp1. 43m21f −++−= ttt θθθθθε

where   ( )TRQA n .exp..m −= σθ

xi) Graham-Walles [8]
3

32
31

1f ... tatata ++=ε

( )∑ −= 3

1f ..exp. ii nn
ii TKA εσε&

xii) Classical Strain Hardening

( )
r

sTKA 





−= −

o
f ..exp.

σ
σεε& ( )εωσσ .exp.o=

where TdcTbas .... 1111 σσ +++=
TdcTbar .... 2222 σσ +++=
TdcTba .... 3333 σσω +++=

xiii) Rabotnov-Kachanov [9]
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xv) Dyson-McClean [11]
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APPENDIX C1

CREEP STRAIN DATA ASSESSMENT: INTER-COMPARISON OF 10CrMo9-10 DATASET

S R Holdsworth

INTRODUCTION

The first WG1 evaluation of creep strain analysis methods involved a review and evaluation
of model equations in common use for representing creep deformation data (App. B1).  This
was followed by an evaluation of the effectiveness of several of the models to represent the
deformation characteristics of a small, constant stress dataset for a single cast of
N+T 10CrMo9-10 steel (App. A1) in a creep strain assessment inter-comparison.  The results
of this inter-comparison are summarised in the following appendix.

ASSESSMENT INTER-COMPARISON

The dataset was assessed by 9 analysts [1-9] using 11 model equations (Table C1).  Details
of the model equations and source references are given in Appendix B1.  In all assessments,
the selected model equation was first fitted to all of the individual εp(t) creep strain records
(i.e. a total of 30 for this dataset, App.A1).  Optimising the curve fitting process was clearly
important.  For example, the assessment performed by IfWD involved meticulous pre-
processing of the test records in the primary, secondary and tertiary regimes prior to final
curve fitting [1].  It will be seen below that the modified Garofalo equation employed in the
IfWD assessment provided the best overall representation of the creep curves in this
10CrMo9-10 dataset (Table C1).  This result should be viewed as not just being a result of
the model equation used, but also a consequence of the curve fitting procedure applied.  In a
similar way, the Innogy assessment involving curve fitting using the Theta equation clearly
demonstrated the benefit of independently minimising residual errors during curve fitting the
primary/secondary and secondary/tertiary regimes [5].

The results of individual εp(t) curve-fits were then combined to provide the parameters for the
εp(t,T,σo) master-equation.  The effectiveness of the respective master-equations to
represent observed εp(t) behaviour was examined by graphical comparison (e.g. Fig. C 1 -
Fig. C 5), and in the following way.  Plastic strains of 0.2 and 1.0% were selected to
represent typical low and high strain industry requirements.  For each assessment, plots of
log(tpε/σ/T*) versus log(tpε/σ/T) for the two strain levels were constructed with reference to the
following relationships:

log tpε/σ/T* = log tpε/σ/T ± log 2   (1)

log tpε/σ/T* = log tpε/σ/T ± 2.5.sA-RLT = log tpε/σ/T ± log Z   (2)

where for a normal distribution, almost 99% of the observed times to specific strain values
would be expected to lie within the boundary lines defined by Eqn. 2.

A perfect prediction of tpε/σ/T by the master-equation is represented by the Z parameter being
equal to zero.  Ideally Z was ≤2, such that the broken lines in Fig. C 6 to Fig. C 13 fell on top
of (or within) the dotted lines defined by Eqn. 1.  Z values of >4 were regarded as
unacceptable, whereas values of ≤3-4 were marginal and regarded as practically acceptable.
The Z values determined in the present inter-comparison are summarised in Table C1.
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The effectiveness of the evaluated models to predict tpε/σ/T by means of the master equation
varied with specific strain value for the 10CrMo9-10(c) dataset.  For example, the Theta
expression is most effective at predicting times to 1% strain and less so for times to 0.2%
strain (Fig. C 9).  The modified-Garofalo model is particularly effective for predicting times to
low and high strains, according to this study (Table C1, Fig. C 7), although it should be
acknowledged that the adopted analysis approach involved an intensive prior individual εp(t)
curve fitting procedure.  It is of little surprise that the Z values for the Omega model
predictions of times to the selected strains are poor (Table C1) since this expression was
developed to represent tertiary creep behaviour, i.e. for εp>1%.

CONCLUDING REMARKS

There are several model equations available for characterising the primary, secondary and
tertiary creep deformation characteristics of engineering materials, ranging in complexity
from simple-phenomenological to full-constitutive.  The suitability of some of these have been
examined with respect to a relatively small dataset for N+T 10CrMo9-10 steel.  The following
observations are noted.

In those creep strain assessment procedures involving prior individual ε(t) curve-fitting, best
results are obtained by optimising the procedure adopted to fit specific model equations to
the deformation characteristics of the material under investigation.

A method of qualifying the effectiveness of a creep strain equation for specific material types
and analytical applications is introduced.
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Table C1 Summary of results of 10CrMo9-10 creep strain data assessment inter-
comparison

MODEL EQUATION EQN. REF. ANALYST CREEP Z

(App. B1) REF. RANGE t0.2%/σ/T t1.0%/σ/T

Bartsch v) [3] P/S 3 4
Mod-Garofalo vii) [1] P/S/T 2 2
BJF viii) [6] P/S 15 4
Theta ix) [5] P/S/T 17 2
Mod-Theta x) [4] P/S/T 10 4
Graham -Walles xi) [9] P/S/T
Classical strain hardening xii) [7] S/T
Baker-Cane xiv) [8] P/S/T 5 2
Dyson-McLean xv) [5] P/S/T 12 3
Bolton xvii) [3] P/S/T 4 13
Omega xviii) [2] S/T 468 10



AC/MC/36 [Issue 2]
31/07/03

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 8 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 7 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 6 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 4 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 2 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

5 1 0
o
C / 2 0 5 M P a

Fig. C 1 Comparison of Bartsch master equation predicted logε(logt) with observed logε(logt) creep strain data (points) for the
N+T 10CrMo9-10 steel at 510°C
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Fig. C 2 Comparison of Bartsch master equation predicted logε(logt) with observed logε(logt) creep strain data (points) for the
N+T 10CrMo9-10 steel at 540°C
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Fig. C 3 Comparison of Bartsch master equation predicted logε(logt) with observed logε(logt) creep strain data (points) for the
N+T 10CrMo9-10 steel at 565°C
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Fig. C 4 Comparison of Bartsch master equation predicted logε(logt) with observed logε(logt) creep strain data (points) for the
N+T 10CrMo9-10 steel at 580°C



AC/MC/36 [Issue 2]
31/07/03

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 7 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 6 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 4 5 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 4 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 3 0 M P a

- 2 . 5

- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3 4

6 0 0
o
C / 1 2 0 M P a

Fig. C 5 Comparison of Bartsch master equation predicted logε(logt) with observed logε(logt) creep strain data (points) for the
N+T 10CrMo9-10 steel at 600°C
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Fig. C 6 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Bartsch creep equation
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Fig. C 7 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Modified Garofalo creep equation

-1

0

1

2

3

-1 0 1 2 3

OBSERVED T IME,  h

P
R

E
D

IC
T

E
D

 T
IM

E
, h

510C

540C

565C

580C

600C

(a )   0 .2% CREEP STRAIN

       BJF  [PdM]
Eqn.1

Eqn.2

-1

0

1

2

3

-1 0 1 2 3

OBSERVED T IME,  h

P
R

E
D

IC
T

E
D

 T
IM

E
, h

510C

540C

565C

580C

600C

(b )   1 .0% CREEP STRAIN

        B J F  [ P d M ]

Eqn.1

Eqn.2

Fig. C 8 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the BJF creep equation



AC/MC/36 [Issue 2]
31/07/03

-1

0

1

2

3

-1 0 1 2 3

OBSERVED T IME,  h

P
R

E
D

IC
T

E
D

 T
IM

E
, h

510C

540C

565C

580C

600C

(a )   0 .2% CREEP STRAIN

       Theta [ Innogy]

Eqn.1

Eqn.2

-1

0

1

2

3

-1 0 1 2 3

OBSERVED T IME,  h

P
R

E
D

IC
T

E
D

 T
IM

E
, h

510C

540C

565C

580C

600C

(b )   1 .0% CREEP STRAIN

        The ta  [ Innogy ]

Eqn.1

Eqn.2

Fig. C 9 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Theta creep equation
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Fig. C 10 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Modified Theta creep equation
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Fig. C 11 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Dyson-McLean creep equation
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Fig. C 12 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Bolton creep equation
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Fig. C 13 Comparison of observed times to 0.2% and 1.0% plastic strain with those
predicted using the Omega creep equation
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